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BIOGRAPHY OF 

Dr. Ronald E. McNair
HE OVERCAME OBSTACLES. 
Dr. Ronald Erwin McNair, Physicist & Astronaut, 
dared to dream. As an African American growing 
up in a poor community in the South, he encoun-
tered discrimination early in his youth. Yet this did 
not stop him from pursuing his dream of  becoming 
a scientist.

HE ACHIEVED ACADEMIC 
EXCELLENCE.
In 1971, he graduated magna cum laude from 
North Carolina AT&T State University with a B.S. 
degree  in physics. Ronald McNair then enrolled 
in the  Massachusetts Institute of  Technology. In 
1976, at the  age of  26, he earned his Ph.D. degree 
in laser physics.

HE BECAME A LEADER IN HIS 
FIELD.
Dr. McNair soon became a recognized expert in 
laser physics while working as a staff physicist with 
Hughes Research Laboratory. He was selected by 
NASA for the space shuttle program in 1978 and 
was a mission  specialist aboard the 1984 flight of  
the shuttle Challenger.

HE WAS RESPECTED AND 
COMMENDED.
For his achievements, Ronald McNair received 
three honorary doctorate degrees and many fel-
lowships and accomodations. These distinctions 
include: Presidential Scholar, 1967-71; Ford Foun-
dation  Fellow, 1971-74; National Fellowship Fund 
Fellow, 1974-75, Omega Psi Phi Scholar of  the 
Year, 1975;  Distinguished National Scientist, Na-
tional Society of  Black Professional Engineers, 
1979; and the Friend of  Freedom Award, 1981.

HE EXCELLED IN MANY 
ASPECTS OF LIFE. 

Ronald McNair also held a fifth degree black 
belt  in karate and was an accomplished jazz 
saxophon-ist. He was married and was the ded-
icated father of  a daughter and a son.

After his death in the Challenger explosion in 
January 1986, members of  Congress provided 
funding for the Ronald E. McNair Post Bacca-
laureate Achievement Program to encourage 
college students with similar backgrounds to 
Dr. McNair to enroll in graduate  studies. Thus, 
the program targets students of  color and low 
income, first generation college students.  This 
program is dedicated to the high standards of  
achievement inspired by Dr. McNair’s life.
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Inspired by the momentous achievements of  Ronald E. McNair, the TAMUCC McNair 
Scholars Program continues to honor his legacy by equipping  underrepresented under-
graduate students with the tools necessary to realize their highest aspirations.

The ability to conduct scholarly research is central to success in a variety of  academic 
fields and vital to the attainment of  a graduate degree. Through faculty mentorship and 
the assistance of  program staff, the McNair Scholars Program is helping students develop 
these essential skills as evidenced by the work presented in this research journal.

I would like to congratulate the McNair Scholars on their accomplishments and extend 
my sincerest appreciation to the McNair staff, Faculty Mentors, and the campus commu-
nity for their continued support of  the scholarly growth of  our students.

Dr. Kelly M. Miller
President/CEO
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Texas A&M University-Corpus Christi is honored to host the McNair Scholars Program. Be-
cause the McNair Scholars Program prepares underrepresented students to pursue graduate 
degrees by emphasizing academic achievement, scholarly inquiry, and mentorship, we are excit-
ed to partner with the Program to develop the next generation of  researchers. Research is a key 
activity for McNair scholars who seek to make a difference in the world by exploring an array of  
topics to find solutions for the problems that face our world.

From educating our children to managing ocean resources, our scholars provide an in depth 
perspective on education, psychology, health, technology, engineering, marine science and other 
scientific fields. The scholars included in this journal are among the most talented students at the 
Island University. They are our future leaders in higher education, and we are proud of  what 
they have already accomplished.

I am grateful for the students’ commitment to scholarly inquiry and discovery of  new knowl-
edge, the faculty mentors who have worked alongside these scholars, and the McNair Scholars 
Program staff. Reading through this journal, you too will see that the culmination of  their efforts 
are exemplary.

Dr. Clarenda Phillips
Provost and Vice President for Academic Affairs
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This journal is the culmination of  the summer 2020 research of  the McNair Scholars 
Program. By engaging in undergraduate research these scholars have developed consid-
erable critical thinking and methodological skills that will aid in their success in graduate 
school. This journal provides them an opportunity to have their research published and 
shared with the academic community.

The McNair scholars demonstrate a diversity of  academic topics in this excellent under-
graduate research. The McNair Scholars Program provides students access to nation-
wide conferences and graduate schools where they can present their original projects 
and meet doctoral faculty. Texas A&M University-Corpus Christi is proud of  these re-
searchers and understands the many challenges these underrepresented students face.

I am very honored to have each of  the McNair scholars in the Academic Affairs family 
and you will see why as you read through this journal. Thank you scholars, faculty and 
staff for all your support for our outstanding students.

Dr. Gerardo Moreno
Associate Vice President for Academic Affairs
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Abstract
Research on Retrieval Induced Forgetting (RIF) has been 
supported to be an adaptive response to resolve competi-
tion between a domain and subordinate language (Levy, 
McVeigh, Marful, & Anderson, 2006). When indi-
viduals are trying to remember a piece of  information, 
the RIF resolves competition by inhibiting other related 
information from being recalled from memory. This RIF 
prediction is based on the results of  Levy et al. 2007 
in which naming a picture in Spanish impairs access to 
the English word for English dominant bilinguals. This 
study will contribute to the understanding of  retrieval 
induced forgetting by looking at how bilinguals remem-
ber word-picture pairs when presented with interlingual 
homographs. A homograph is a word that is spelled the 
same as another word but may not pronounced the same 
and has different meanings. 

Mentor
Dr. Miguel Moreno

Associate Professor of  Psychology
Department of  Psychology and Sociology

An interlingual homograph is a word that is spelled the 
same in two or more languages but is pronounced differ-
ently and has a different meaning in each language. An 
example of  an interlingual homograph is the word PIE, 
which means foot in Spanish. The purpose of  our study is 
to see if  repeatedly retrieving one language specific mean-
ing of  an interlingual homograph will inhibit the ability 
to remember the other meaning of  the same interlingual 
homograph. Instead of  using a category with different 
examples, we are using an interlingual spelling with a 
different meaning. For example, the repeated retrieval of  
the concept of  “foot” (i.e., foot picture) when present-
ed with the word PIE may inhibit a Spanish-English 
bilingual reader’s ability remember the concept of  pas-
try, a language alternative meaning of  PIE. This study 
will use pictures/drawings to trigger a particular concept: 
showing a picture of  a foot to get the participant to think 
of  the word PIE. We hypothesized the presentation of  an 
interlingual homograph in a language ambiguous context 
will create competition. The results established a relation 
between a practiced and non-practiced interlingual homo-
graph, with the practiced word having a faster recall than 
the opposing.

Semantic Competition 
Between Interlingual 
Homographs

by Giselle Balderas
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Introduction
	 Recognition of  the word bug can seem 
simple and easy; however, experience fails to 
capture the complexity of  how words (whether 
spoken or written) are recognized. Word recog-
nition relies on accessing our long-term mem-
ory for known words. Our memory for known 
words is referred to as the lexicon. New memory 
entries are added to the lexicon as we learn new 
words. Sometimes, the new memories we learn 
can look, sound, and have similar meanings to 
previously stored words in our lexicon. This re-
dundancy can sometimes create a conflict as we 
try to recognize a word. For example, recogniz-
ing the word bug triggers the idea of  insect but 
it can also trigger the idea of  being an annoy-
ance (e.g., bugging someone) and the idea of  a 
secret listening device. These different meanings 
linked to the word bug might not be equal. One 
meaning might be more strongly connected to 
or a dominate meaning of  the word bug com-
pared to the other more weakly connected or 
subordinate meanings. For the word bug, the 
insect meaning is dominate and being an an-
noyance and the secret listening device are sub-
ordinate meanings. Regardless of  dominate or 
subordinate, these ideas that are connected to 
a word are referred to as semantic meanings of  
a word. The different semantic meanings of  a 
word can create a situation of  competition in a 
word recognition event. The resolution between 
the competing semantic meanings may result in 
longer reaction times.
	 Retrieving a word can also activate other 
words; such that, retrieving one word can lead to 
the activation of  other words that not only have 
similar meaning, but that sound or look similar. 
An example of  this is the word two which has 
the same sound as too and to. The word two is 
an example of  a homophone. A homophone is 
a word where the sound is the same as that of  
other words but look different when spelled.

Because, two, too, and to share the same pronun-
ciation or phonology, they illustrate a difference 
in orthography (Dx) because they are spelled 
differently. Sedivy (2014) explained as we recog-
nize one word, we trigger the memory of  other 
words that have overlapping orthographies. By 
triggering the memories of  other words with 
similar features we create another type of  con-
flict. For example, as we recognize the word ap-
ply, we may also trigger the memory for apple, 
app, and appointment. These triggered words that 
are similar (either in phonology or orthography) 
are referred to as the cohort candidates which 
are critical ideas of  the cohort model of  word 
recognition by William Marslen-Wilson (1987). 
In this model, recognition begins by the imme-
diate and automatic activation of  orthographic 
competitors (Sedivy, 2014). According to this 
model, language processing works quickly and 
incremental by creating a hypothesis of  the 
most likely words (i.e., cohorts) to recognize as 
we are hearing or reading. 	
	 The automatic activation of  cohort com-
petitors can be influenced by using a prime. A 
prime can be anything that facilitates or influ-
ences the retrieval of  a word. For example, pre-
senting the word spy before showing the word 
bug to speed up the retrieval times to the word 
bug. In this example, the word spy is a seman-
tic prime for the word bug because the semantic 
meaning of  spy which includes the idea of  se-
cret overlaps with one of  the meanings of  bug 
to secretly record. Semantic priming can also 
be used with pictures of  a particular meaning 
to help retrieve a word. In the Dell’Acqua and 
Grainger study, (1999) pictures (e.g., grape) were 
used to prime the naming of  the words (e.g., 
raisin) and the results showed quicker naming 
to the word raisin when primed with the grape 
image. Because both grape and raisin are seman-
tically similar, priming with a grape image can 
facilitate the retrieval of  the pronunciation raisin 
with less conflict.

Texas A&M University-Corpus Christi 11
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Sedivy (2014) wrote that several studies have also 
used specific primes, like a phonological prime. 
In a phonological prime example, the words, 
dream, deem, and gleam would prime for a faster 
retrieval of  the word cream.
	 Another influence on word recognition 
performance is the neighborhood density effect. 
The neighborhood density effect occurs when 
the response time is slower to words that bear a 
stronger phonological similarity to other words 
(Sedivy, 2014) and therefore, more competitors. 
A phonological word holds these stronger sim-
ilarities to other words by rhyme. As described 
earlier, an example of  a phonological word is 
the word cream, which holds similar phonolog-
ical structures to dream and gleam, because all 
words rhyme with cream. However, notice the 
word cream only differs to dream and gleam by 
the change of  the first phoneme. A phoneme 
is a small unit of  sound that distinguishes the 
meaning of  a word (Sedivy, 2014). By chang-
ing the first phoneme for the words cream, dream 
and gleam, these words are then placed in a 
dense neighborhood. A dense neighborhood 
has a higher number of  words that can be cre-
ated by changing one phoneme, for example 
the word cream has the neighbor dream, because 
they only differ by one letter (e.g., the first letter) 
and therefore have less differences and higher 
resemblance. A neighborhood where the words 
have low resemblance represents a sparse neigh-
borhood (Sedivy, 2014). The word stench comes 
from a sparse neighborhood. Unlike the word 
cream, there are very few words that can be creat-
ed by only changing one letter thereby creating 
a very sparse neighborhood size. Therefore, in 
this example, the uniqueness of  the word stench 
predicts a faster recognition time than the word 
cream which could illustrate the neighborhood 
density effect. This effect measures the neigh-
borhood size of  one word which is based on the 
number of  words that can be generalized to an-
other word.

Word primes are one of  the few ways to facil-
itate the memory retrieval of  one word while 
inhibit one or a whole category of  other words. 
While priming for the facilitation of  one word, 
the word’s competitors will be adversely affect-
ed by inhibition. Inhibition is the suppression of  
a memory from being retrieved. For example, 
an individual can be presented with the catego-
ry fruit, and asked to study the three examples 
from that category (e.g., apple, orange, banana). 
Practicing the memory retrieval of  one fruit (e.g. 
orange), will inhibit the memory retrieval of  the 
other previously studied fruit examples, while 
even inhibit the ability to remember fruit ex-
amples that were not previously presented (e.g., 
kiwi) (Anderson, 2003). This phenomenon is re-
ferred to as retrieval induced forgetting (RIF).
	 The retrieval-induced forgetting (RIF) 
phenomenon has been argued to be the cause 
of  long-lasting forgetting of  related items when 
repeatedly practicing certain items (Shivde & 
Anderson, 2001). According to the RIF, when 
practicing a category of  words, those words are 
made hyperaccessible while at the same time in-
hibiting any competing items (Shivde & Ander-
son, 2001). In the Shivde and Anderson (2001) 
study, levels of  retrieval competition was used on 
individuals by practicing retrieval on the domi-
nant (e.g., part of  the body) or subordinate mean-
ing (e.g., to weaponize) of  a homograph (e.g., arm). 
Again, a homograph represents words that are 
spelled similarly but may sound different and 
refer to different meanings. A dominant or sub-
ordinate homograph is based on the strength of  
connection between the word’s spelling and a 
particular meaning. By having a strong connec-
tion or being hyperaccessible, a homographs’ 
dominant meaning (e.g., arm-shoulder) inhibits the 
subordinate meaning (e.g., arm-missile). Shvide 
and Anderson (2001) sought to practice a ho-
mographs subordinate meaning (e.g., arm-mis-
sile) to inhibit the words dominant meaning (e.g., 
shoulder). 

12 Texas A&M University-Corpus Christi



2020 Texas A&M University-Corpus Christi McNair Scholars Journal

The authors choose to practice the subordinate 
meaning because more interference can be ex-
pected when trying to retrieve the non-prac-
ticed dominant meaning (Shvide & Anderson, 
2001). Practicing a dominant meaning, which 
already requires less effort in recall, and then 
trying to retrieve the sub-ordinate meaning of  a 
homograph should cause little interference and 
forgetting. Therefore, by studying the natural 
characteristics (the dominant or subdominate 
meanings) of  a homograph the authors created 
different levels of  retrieval competition (Shvide 
& Anderson, 2001). By practicing the retrieval 
of  a word related to one meaning of  a homo-
graph, the authors applied it to the idea of  RIF.
	 In the Levy et al. (2007) study, the RIF 
procedure was used to evaluate the inhibitory 
influence on interlingual labels (e.g., “snake” 
and “culebra”) for the same concept (a picture 
of  a snake). Participants practiced retrieving the 
labels for pictures in either English (the partici-
pants’ dominate language) or Spanish (the par-
ticipants’ subordinate language). Participants’ 
memory for the English labels of  pictures that 
had been practiced in Spanish was tested by 
presenting a phonological prime that was not 
semantically related to the target label. For ex-
ample, the word break was presented for 4 sec-
onds and then participants were asked to come 
up with the first word that came to mind that 
rhymed with the previously viewed phonologi-
cal prime (e.g., break) and matched a previous-
ly practiced picture. Because participants had 
been practicing naming the picture in Spanish, 
the hypothesis was that the practice of  the label 
in one language would inhibit the ability to re-
member the English label for the same picture. 
In the present study similar presentations of  
words and pictures will be used to provide evi-
dence for the role of  RIF.
	 The Shvide and Anderson (1994) study 
also supported the role of  inhibition in retrieval. 
Shvide and Anderson (1994) looked at a situa-
tion where one concept was more strongly con-
nected to a word compared to another.  

Its study required an unbalanced situation. In 
Levy et al. (2007), there is also an unbalanced 
situation. In Levy et al. (2007), you have one 
concept and a dominant word form and a sub-
ordinate word form. Because the study used be-
ginning level Spanish learners, a word was more 
hyperaccessible to represent a concept (snake) 
and another word that was far less accessible to 
represent the same concept (culebra). The natural 
imbalance in both studies represents a 1:2 ra-
tio on their chosen words and meanings. In the 
Schvide and Anderson (1994) experiment, the 
ratio of  one word with two meanings was used. 
Whereas Levy et al. (2007) conducted his exper-
iments using two words and one meaning.
	 Furthermore, in the Levy et al. (2007) 
study the RIF effect was used to examine the 
retrieval between bilingual’s lexicon. Again, the 
mental lexicon stores meanings and definitions 
of  a word, and for bilinguals the lexicon stores 
two meanings of  one word. Research from 
Smith (1997) also suggests bilinguals to have two 
separate, language-specific lexicons. Overall the 
findings from Smith (1997) suggests a word’s 
spelling and sound is stored separately from a 
word’s meaning. A bilingual lexico-semantic sys-
tem aims to control both language systems, and 
the nature of  how bilinguals control these two 
languages are still being studied.
	 The complexity in bilinguals lexico-se-
mantic system has been studied in an attempt 
to explain the relationship between competing 
words in two languages. In a study done by 
Green (2003), the cross-language competition 
was discussed within bilinguals’ lexico-semantic 
system. Green (2003) focused on how one can 
translate from one language to another while 
not saying the words of  the language being 
translated. Green (2003) discussed the idea of  
bilinguals constructing a switch in language, al-
lowing a person translating from one language 
to a second language without interference. 
Green (2003) explained that whenever we are 
translatingwith no interferences, then we have 
activated the controlling schema which inhibits 
the unwanted language.

Texas A&M University-Corpus Christi 13
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Although, when faced with more complex words, 
for example interlingual homographs, the acti-
vation of  controlling our schemas can be more 
difficult than explained by Green’s (2003) study. 
Homographs can be defined by the complexity 
of  having two words spelled the same as another 
word but not pronounced the same with different 
meanings. Whereas an interlingual homograph 
is a word that is spelled the same in two or more 
languages but is pronounced differently and has a 
different meaning in each language. An example 
of  an interlingual homograph is the word PIE, 
which means foot in Spanish and a baked dish 
in English. The explanation for related items be-
ing inhibited, like homographs, is believed to be 
caused by retrieval competition, suggesting that 
inhibition settles interference (Shivde & Ander-
son, 2001).
	 Levy et al. (2007) suggested RIF to be the 
cause of  first language attrition and used picture 
primes to retrieve or inhibit certain words. The 
prediction was supported with the results in which 
practicing naming a picture in Spanish impairs 
access to the English word for English-dominant 
bilinguals. While the participants only acquired a 
minimum of  1 year of  college-level Spanish, an 
examination of  participants with more Spanish 
fluency and experience outside of  a classroom 
could exhibit more external validity. In the pres-
ent study, participants’ language fluency will be 
taken into consideration, while also looking into 
the use of  pictures/ drawings to trigger a partic-
ular concept similar to Levy et al.’s (2007) study. 
Past studies have explained the suppression of  
competing items without the recourse to inhibi-
tion, yet for bilinguals the meaning selection is 
different than speakers of  one language, mono-
linguals (Levy et al., 2007). The present study 
will contribute to the understanding of  retrieval 
induced forgetting by looking at how bilinguals 
remember word-picture pairs when presented 
with interlingual homographs.

Method
Participants
	 A minimum of  20 participants, male and 
female who can read in Spanish and English, 
will be required for a sample. Participants in this 
study will be students from Texas A&M Univer-
sity Corpus-Christi. All participants in this study 
will be volunteers and will be reached out from 
Spanish Upper-Division courses. Unlike Levy 
et al.’s (2007) participants who only acquired a 
minimum of  1 year of  college-level Spanish, an 
examination of  participants with more Spanish 
fluency and experience outside of  a classroom 
could exhibit more external validity. In the pres-
ent study, participants’ language fluency will be 
taken into consideration.
Stimuli and Material
	 The present study will use computers to 
assess each participants accuracy to four types of  
stimuli. This study will use picture-word pairs as 
a prime to trigger a particular concept. One stim-
ulus will be the interlingual homograph words 
with a picture representing its English meaning 
that were shown at the study and were practiced. 
A second type of  stimuli will involve matching 
interlingual homographs that were presented at 
the study with the picture reflecting its Spanish 
meaning but were not practiced. A third type of  
stimuli will involve interlingual homographs with 
pictures reflecting the Spanish meaning, which 
were presented in the study and practiced. The 
last type of  stimuli will involve matching inter-
lingual homographs presented in the study with 
pictures reflecting its English meaning but were 
not practiced.
	 Each word and drawing shown will be out-
lined with either blue or green. The color green 
will represent the words and pictures meaning 
in English, while a blue outline will reflect the 
word’s meaning in Spanish. 
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For example, a participant will be shown the 
word PIE in blue letters and shown a drawing of  
a foot in blue lines to get the participants to think 
of  the word PIE in Spanish.
Procedure
	 The following phases will take place for 
the design of  the study: a study phase, a prac-
tice retrieval phase, and a memory phase. One at 
a time, picture-word pairs will be presented for 
several seconds in the study phase. Half  of  the 
participants will study a homograph and a pic-
ture, in green, with the meaning in English. The 
other half  will study the same concepts but in 
Spanish and in blue. The study phase would last 
approximately 5 minutes with each homograph 
and drawing appearing twice for 5 seconds, fol-
lowed by a 1 second pause between homographs. 
Next, the practice phase will prime to recall half  
of  the words, each 10 times for a total of  10 min-
utes. To practice each word a drawing will be 
shown, and participants will type the word that 
corresponds to the picture. For example, if  stud-
ied Spanish, then the picture of  a foot will lead 
to the typing of  PIE. Following a 5-minute dis-
tractor task involving simple math problems, the 
participants will then move on to the memory 
phase. All pictures from the study phase will be 
shown and the participants will type in the cor-
responding homograph that was studied with the 
drawing as quickly and accurately as possible.

Hypothesis
	 In our study we wanted to see if  studying 
and practicing one particular meaning of  an in-
terlingual homograph will inhibit the ability to 
remember the other meaning of  the same inter-
lingual homograph. Unlike past studies, we will 
not be using categories with different examples 
and instead focus on interlingual spelling with 
different meanings. For example, if  the concept 
and image of  a “foot” is repeatedly retrieved 
with the word PIE, then a Spanish-English bilin-
gual reader might inhibit the concept of  a pastry, 
another meaning of  PIE.

With the use of  pictures/drawings to trigger a 
particular concept, a picture of  a foot will get a 
participant to think of  the word PIE. Therefore, 
we hypothesize that presentation of  an interlin-
gual homograph in a language ambiguous con-
text will create competition.
	 Future limitations of  the study might in-
clude obtaining data because our study involves 
Spanish-English bilingual readers, which might 
also result a small sample size. All future research 
limitations can be decreased by increasing sam-
ples or widening our population.
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Limpet Shell 
Characterization 
From 3d Scans

by: Julie Enriquez

The preliminary results show that all attributes are di-
rectly related with inner shell volume. The lowest variance 
and highest correlation occur with data inner shell volume 
vs. outer shell volume. The highest variance and lowest 
correlation are observed with data representing inner shell 
volume with peak shift.

Introduction

Limpet shells protect the animal from strong 
wave action as well as from dehydration. Lim-
pet shell attributes provides an indication of  its 
environmental conditions, as the animal spends 
its resources accordingly to either grow or to 
strengthen its shell (Harford, 2020). For exam-
ple, extreme conditions cause erosion in the shell 
details which can vary across locations (Shanks, 
1986). The physical measures of  shell character-
istics are of  importance to scientists investigating 
trends across multiple sites, and for those involved 
in conservation efforts.

Abstract
Limpets are considered bioindicators of  their environment 
as their growth patterns and shell physical attributes are 
related to the environmental conditions that surround 
them. This research focuses on determining limpet shell 
attributes in an attempt to provide a tool for scientists to 
compare different shell characteristics within and across 
multiple shell locations. Seven physical measures are re-
ported in this research based on 3D scanning data and 
computations through MATLAB programming tool. 
These measurements include inner shell volume, outer 
shell volume, solid shell volume, major axis, minor axis, 
height, and peak shift. The characteristics of  nine shells 
collected from the same location are presented in this re-
search. The attributes are analyzed statistically, and inner 
shell volume plotted against other significant attributes to 
observe correlations between the region where the animal 
grows and the shell attributes in large, medium and small 
sized shells. 
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Several articles have been reviewed to effectively 
explore the methods used for quantitative char-
acterization of  irregularly shaped objects such 
as limpet shells, and to better understand previ-
ous approaches by researchers in relation to the 
following questions:

	 1. Why are nontraditional methods for 

volume computation needed for irregularly 
shaped objects?
	 2. What methods are used for volume 
computation of  irregularly shaped objects?
	 3. How has 3D scanning ben used to 
measure object attributes?
There are objects with geometry that can be 
easily evaluated for their volume due to the sym-
metry involved in their shape. Some of  these 
objects include a cube, cylinder, a sphere or a 
combination thereof. For objects such as these, 
the volume can be calculated using well-estab-
lished formulae. In some cases, volume can be 
determined using the conventional water/liquid 
displacement method (Igathinathane, 2010). 
For small objects, water displacement meth-
od may introduce inaccuracies in observations 
due to the meniscus around the liquid-contain-
er boundary. For objects with irregular shapes, 
finding the volume can be challenging; since 
irregular geometries are diversely shaped, their 
volumes cannot be calculated simply or in a uni-
versal manner and there are no set rules to fol-
low (Li, 2018). Conventional methods can also 
be harmful or destructive to an object. 

Researchers are developing and utilizing unique 
methods for volume computation of  irregular-
ly shaped objects of  all sizes. These methods 
include using 3D scanning technology and 2D 
imaging and image processing tools. The use 
the 3D and 2D methods have led to noninvasive 
and nondestructive volume measurement tech-
niques. 
2D imaging was used in determining morpho-
logical attributes of  grapevine clusters (Tello, 
2016). 

2D imaging was also utilized for 3D image re-
construction, (Siswantoro, 2013) (Dang & Guo, 
2014), Both applications included the use of  2D 
image histograms. Siswantoro (2013) exploited 
image histograms to determine a threshold value 
that would provide adequate image segmenta-
tion. The segmented pieces separated the object 
from the background. Dang and Guo (2014) ap-
plied histograms in a process called “histogram 
acceleration”. This process uses a histogram of  
pictures to speed up the computations and re-
duce the singular points, at the same time, reduc-
ing the amount of  color.
3D scanning technology has been implement-
ed in healthcare applications (Treleaven & 
Wells, 2007), farming and ranching applications 
(Adamczak, 2018) (Le Cozler, 2019) (Tello, 2016), 
and in measuring marine objects (Reichert, 
2016). One implementation of  3D scanning was 
by Pang (2014) who focused on the use of  struc-
tured lighting and a turntable. The idea is to 
place the object on a turntable that would rotate 
a full 360O in increments of  a set of  user-spec-
ified degrees at a time. When the turntable ro-
tates a certain degree, it pauses and a projector 
projects structured light patterns onto the object 
in which a camera captures partial scans of  the 
object. The 2D scans are then fused to create a 
3D object scan. Other 3D scanning methods ex-
ist that incorporate laser 3D scanners, some of  
which are handheld (Li (2018), Tello (2016), Re-
ichert (2016), Xu (2017)).

3D scanners typically produce point clouds, 
which are data sets that represent the x, y, and 
z coordinates of  an object. Li (2018) used two 
different volume calculation methods with point 
clouds. One method segmented the point clouds 
and the other sliced the point clouds. The results 
from this research showed that the slicing meth-
od was the better method in terms of  accuracy, 
conciseness, reliability, and efficiency. Following 
3D scanning, a software tool can be used that al-
lows the user
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to edit the point clouds generated by the scanners 
and fuse them together, as previously mentioned, 
to produce a solid 3D model.

A 3D model format commonly used involves ste-
reolithography (STL). Users can generate trian-
gular meshes directly from point clouds as well as 
an STL file. Sholts (2010) discussed a method of  
using different sized mesh triangles to calculate 
the surface area and volume of  human craniums. 
Sholts concluded that decreasing the size of  the 
triangular mesh produced more precise results.
3D scanning has also proved to be among ef-
fective methods for the applications of  other re-
searchers such as Spelitz, Shariff, and Stewart. 
Spelitz (2019) discussed the use of  3D scanning 
for 3D documentation and presentation of  ves-
sels. Shariff (2019) documented the use of  a 3D 
foot scanner for anthropometric measurements. 
The effective measurements were used to pro-
pose a standard shoe sizing system for Malaysian 
women. Stewart (2015) discussed the use of  a 3D 
body scanning system to determine the shape of  
offshore workers. The 3D scan measurements 
were used to bring awareness of  the spacing con-
ditions in offshore facilities. In a recent publica-
tion, Hennad et al. (2019) used 3D structured 
light scanner to scan limpet shells as is also ac-
complished in this research.
This paper focuses on the comparison of  phys-
ical measurements among nine different limpet 
shells collected in Hawaii (Puanui) to investigate 
the statistics of  attributes among three sizes of  
shells labeled as large, medium and small, and to 
investigate the correlation of  inner shell volume 
where the animal resides with the other shell attri-
bute measurements. Preliminary results showing 
measurement trends from different sized shells 
from a single location are presented. The tested 
attributes include 3D physical measures such as 
the inner shell volume where the animal resides, 
external shell volume which represents the max-
imum convex hull volume, and solid (physical) 
shell volume.

In addition, 1D attributes such as the largest 
long and short axes of  the rim (oval opening) 
of  each shell, height of  the shell from its base or 
rim to its peak (apex), as well as peak shift from 
the center of  the shell’s opening to the maxi-
mum height as an indicator of  asymmetry are 
measured from 3D scan data.
The rest of  this paper describes the methods 
used, including the equipment, system calibra-
tion, scanning and data fusion, and measure-
ment of  attributes using MATLAB software 
tool. The results and conclusions are presented 
at the end.

Methods
3D Scanning System:
The scanning system consists of  a HP 3D Struc-
tured Light Scanner Pro S3, HP 3D Calibration 
Panels (adjusts perspective distortion), HP 3D 
Automatic Turntable Pro (holds samples), and 
a HP 3D HD Camera Pro and LED Projec-
tor (light source). The hardware comes with a 
control software application to achieve comput-
er-controlled scanning.
Figure 1 shows the components of  the 3D struc-
tured light scanner system. Figure 2 represents a 
limpet shell on the turntable. 

Figure 1. 3D structured light scanner system.
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Figure 2. Automatic turntable with a limpet 
shell.

System Calibration

The system must be calibrated to account for 
perspective vision effects, and to represent the 
scanned keep the data in appropriate dimen-
sional representation. The following procedure 
describes the steps involved in calibrating the 
system before meaningful 3D scans can be ob-
tained:

1)	 Place a marker (a piece of  blue tape) at the 
desired location for the turntable

2)	 Adjust focus and exposure levels (1/30 s) for 
HD Camera while object is in the frame

3)	 Mark the location of  tripod to keep calibra-
tion parameters the same throughout the ex-
periment

4)	 Remove the turntable and object and replace 
them with the calibration panel.

5)	 Calibrate with appropriate scale input into 
Calibr. Scale [mm]: box (60mm)

Scanning
The following list of  steps summarizes the 
scanning procedure:

1)	 Scan background, including automatic 
turntable, so that it may be removed from 
the fusion model later.

2)	 Place the test sample (limpet shell) on the 
automatic turntable.

3)	 Select 10 scans (min) for each object, at par-
tial rotation of  36˚ for 360˚ revolution, to 
create a full view of  the object and check 
for adequate positioning. (See Fig. 3 for 
software-based scanning options.)

Figure 3. Software-based scanning options. 
4)	 With proper positioning, run 36 more 

scans for each object, a partial rotation of  
10˚ for 360˚revolution, to create a full view 
of  the object.

5)	 Repeat 3) and 4) twice, first with the object 
facing flat, and then with the object placed 
on its back. (This allows top side reference 
with full view of  the object during the align-
ment.)
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Alignment and Fusion
To align the 2D scans and fuse them for a full 3D 
scan, the following steps are followed:
1)	 Use a texture reference from one scan to the 

next to align successive scans (computational-
ly intensive but necessary for fusion)

2)	 Use HP 3D scanning software after alignment 
for fusion. (This process compares textures of  
the aligned scans and allows the user to fill in 
any existing gaps).

Figure 4. Software’s fusing options. 

3)	 Mitigate gaps by including additional scans 
in the alignment process, whennecessary.

Exporting data to and Calibration in MATLAB:
To begin attribute measurements, data is export-
ed to MATLAB software tool and calibrated us-
ing the following procedure:
1)	 After image fusion, create a fusionmodel.
2)	 Export the 3D scan data from scanning 

software to Autodesk Meshmixer(version 
3.5.474) for reorienting the shellusing Stereo-
lithography (STL) fileformat. (Figure 5 shows 
the model view in Autodesk Meshmixer.)

Figure 5. Model view in Autodesk Meshmixer.

3)	 Export 3D scan data to MATLAB(version 
R2019b) for other 3D modellingand volume 
computations usingStereolithography (STL) 
file format.

Initial MATLAB dimensions are verified by 
physically measuring the shell axes with a ruler 
for calibration purposes. Figure 6 shows a 3D 
limpet shell model in MATLAB.
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Figure 6. MATLAB 3D model example.

4.	 Utilize surface features, such as location of  
vertices and length of  vertices, inherent in 
STL file, to determine volumetric character-
istics of  objects. 

Naming Convention:
The batch of  shells collected in Hawaii were pre-
viously numbered during collection for archiving 
from P1 to P30. In this research, nine shells were 
selected from this batch, three from each test size 
of  large, medium and small. The samples were 
renumbered from 1 to 9 to represent those used 
in this research, and correlates to the original 
naming convention as shown in Table 1.

Table 1. Numbering the shells.  

    

Results and Analysis

Each scan took approximately one hour to com-
plete, and the alignment and fusion process took 
anywhere from one to two hours.

Figure 7 contains 2D color images of  three out of  
the nine shells, one from each sample size. This is a 
visual representation of  the three size differences.  

Figure 7. 2D color photographs of  shells sam-
ples: (a) P 16 (b) P 22 (c) P 23. 

Figure 8 displays a 2D image of  the same three 
shells after they have been scanned and fused us-
ing the 3D scanner and software.

Figure 8. 3D scan - 2D image fusion results: (a) 
P 16 (b) P 22 (c) P 23.

Figure 9 depicts the 3D stereolithography mod-
els for the same three shells.

Figure 9. 3D Stereolithography Models (units in 
mm): (a) P 16 (b) P 22 (c) P 23.
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Figure 10 demonstrates the 2D views obtained 
from the 3D scan model to compute the major 
and minor axes of  the shell as well as height and 
peak shift. For these attributes, the shells are ro-
tated to align the 2D view with the measurable 
1D attribute (major axis, minor axis, height.)

Figure 10. Determining major axis, minor axis 
and height of  a limpet shell.

After all the measurements for all shells were col-
lected, mean, standard deviation and variance 
was calculated for all shells together as well as 
for the large, medium and small sized shells. The 
results of  these statistical measurements are pre-
sented in Tables 2 to 8.

Table 2. Inner shell volume mean, standard de-
viation and variance.

Table 3. Outer volume mean, standard devia-
tion and variance.

Table 4. Solid shell volume mean, standard de-
viation, and variance.

Table 5. Major axis mean, standard deviation and 
variance.

Table 6. Minor axis mean, standard deviation 
and variance.
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Table 7. Height mean, standard deviation and 
variance.

Table 8. Peak shift mean, standard deviation 
and variance.

All measurements show higher variance with 
large shells compared to medium and small shells 
with the exception of  minor axis, which shows 
higher variance with small shells compared to 
medium and large shells. With 3D attributes, the 
highest variance occurs with solid shell volume. 
With the 1D attributes, variance was highest for 
major axis among all shells, and minimum for 
peak shift.
Figures 11 through 16 show the linear relation-
ship and correlation of  inner shell volume with 
all other attributes. Inner shell volume was taken 
as the measurement to compare to since this is 
where the animal resides.

       
Figure 11. Inner Shell Volume vs Solid Shell 
Volume.

Figure 12. Inner Shell Volume vs Outer Shell 
Volume.

Figure 13. Inner Shell Volume vs Height.

Figure 14. Inner Shell Volume vs Major Axis.
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Figure 15. Inner Shell Volume vs Minor Axis.

Figure 16. Inner Shell Volume vs Peak Shift.
As can be seen from Figures 11-16, all attributes 
show a linear and positive correlation with inner 
shell volume. Inner shell volume was best cor-
related with outer shell volume, with minimum 
variance in the data, and r2 of  0.99. This was 
followed by the next highest correlation of  inner 
shell volume with shell height with r2 of  0.94. 
The lowest correlation value was obtained for 
the plot of  inner shell volume vs. peak shift.

Conclusion
In this research, 3D and 1D shell attributes were 
measured for nine limpet shells. First the shells 
were scanned using 3D structured light scanning. 
After 3D scanning, the 3D scan data were ex-
ported into Autodesk Meshmixer and MATLAB 
software tools for modeling and computations. 
This paper presented the measurements, statis-
tics, and correlation among seven limpet shell 
attributes that would be of  interest to scientists.

As more shells are scanned and measured, it 
will be possible to obtain statistically significant 
data, compare shell characteristics, and establish 
trends across different locations and environ-
mental conditions. This work represents the first 
step in achieving this final goal with very prom-
ising results.
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Predation Results in 
Reproductive Trade-
Offs in Gambusia affinis 
in Texas Coastal Bend 
Streams
by: Sayge Flores

The developmental stage of  each embryo was determined 
visually using a compound microscope. Embryos were 
categorized into three stages: stage-1 (egg), stage-2 (early 
eye development), and stage-3 (late eye development). The 
average abundance of  embryos of  each stage from each 
stream was compared with the predator abundances at 
each site. The results showed that the number of  stage-3 
embryos produced was highly, positively correlated with 
the mean abundance of  predators. These results support 
our hypothesis that G. affinis females may adjust their re-
productive investment in response to predation.

Introduction
Animal populations often respond to extrinsic 
factors such as an increase in predation by chang-
ing their reproductive investment like altering the 
number or size of  offspring produced. For exam-
ple, nesting birds increase the size of  their eggs 
when predators are removed from their environ-
ment (Fontaine & Martin 2006). Such changes in 
the reproductive investment can result in repro-
ductive trade-offs.

Abstract
Animal populations often respond to extrinsic factors such 
as an increase in predation by changing their reproductive 
investment like altering the number or size of  offspring pro-
duced. A previous study of  stream fish communities in the 
Texas coastal bend showed a high degree of  variation in the 
abundance of  predatory fishes among streams. We test the 
hypothesis that higher predation leads to predictable trade-
offs in offspring number and size using a wide-spread prey
species Gambusia affinis. We predicted that female G. af-
finis would produce more but smaller embryos when pred-
ators were in greater abundances. G. affinis samples were 
collected via electrofishing from 7 Texas streams along the 
coastal bend. The samples collected were measured using 
calipers and female G. affinis were dissected and the em-
bryos were extracted.
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	 One of  the most common types of  repro-
ductive trade-offs observed in egg producing ani-
mals (birds, fish, etc.) is the size vs. weight of  off-
spring produced, because females have a limited 
amount of  energy to invest in offspring. Selection 
pressure from predators can shift the balance of  
the trade-off to increase the fitness of  the moth-
er. In relatively long-lived animals like voles, in-
creased predator abundances result in reduced 
reproductive investment, individuals produce 
fewer offspring in high predator abundances in 
hopes of  surviving to reproduce later (Korpimaki 
et al. 1994).
	 For short lived species that cannot delay 
reproductive investment, the opposite has been 
observed. For example, in short-lived live-bearing 
fishes like guppies, females will produce smaller 
less well developed embryos when predator den-
sity is high, but the abundance of  embryos will 
be high. Inversely when the predator abundance 
is low females will produce fewer embryos, but 
each individual embryo will be larger and more 
developed (Reznik 1981). In a study conduct-
ed by David Reznick embryos from a species 
of  guppies (Poecilia reticulata) were collected and 
weighed from various locations then compared 
to the predator abundance in the areas where 
the guppies were collected. The outcome of  the 
study showed the trade-off prediction to be true 
in guppies (Reznik 1981).
	 Texas’s coastal streams are an excellent 
study system to study the reproductive trade-offs
associated with predation. The coastline is the 
meeting point of  two distinct biogeographic re-
gions the Tamaulipan fauna in the west and Tex-
an fishes in the east. These two regions contain 
very different sets of  predatory species with Rio 
Grande cichlids and killifishes dominant in the 
west, and bass, sunfishes, and catfish dominant 
in the east (Hubbs 1957). Fish densities also vary 
across the coast (JD Hogan, pers. comm.). 

One species, the Western Mosquitofish (Gambu-
sia affinis) is widespread across the Texas coast. 
A close relative of  the Trinidadian guppies in 
Reznik’s study, this species was chosen as the 
study species to determine how predator densi-
ties in Texas streams influences reproductive in-
vestment of  prey species. 
	 The hypothesis we tested was that the 
number and size of  embryos in pregnant Gambu-
sia affinis would be correlated with predator den-
sity. I expect that as predator densities increase, 
G. affinis females will invest in more but smaller 
embryos, matching the pattern observed in pre-
dation environments ensures that at least one off-
spring survives to reproduce.

Methods
Study Species
	 Gambusia affinis (the Western Mosquito-
fish) is a small freshwater fish that specializes 
in eating small insects such as mosquito larvae. 
G. affinis can be found in many states along the 
Gulf  Coast and prefer shallow heavily vegetated 
streams with minimal current. G. affinis are live-
bearing and carry their young inside the females 
until birth. They have many potential predators 
in Texas streams including sunfish, bass, killifish, 
cichlids, and catfishes.
Sample Collection
	 For this study samples were collected via 
electrofishing from 7 Texas streams along the 
coastal bend. From west to east, the streams were 
San Fernando Creek (SFC), Aransas River (AR), 
Mission River (MR), Perdido Creek (PDC), Gar-
citas Creek (GC), West Mustang Creek (WMC), 
and East Mustang Creek (EMC) (Figure 1). Elec-
trofishing is the method of  collection in which an 
electric current is transmitted through the water 
temporarily stunning all organisms that are with-
in range of  the electrical current.
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Before sample collection could begin at each 
of  the sites a 75-meter stretch of  the stream 
was measured out and a seine net was placed 
at each end of  the 75-meter stretch. The seine 
nets separate the sampling area from the rest of  
the stream while also maximizing the number of  
samples collected by trapping organisms within 
the sampling area. A multi-pass fishing method 
was used which ensures that we collected all of  
the fish in the 75-meter reach. This allows for 
precise abundances of  all species to be mea-
sured in each stream. Field researchers collected 
all Gambusia affinis individuals that were caught 
during electrofishing. These specimens were then 
placed in a vial containing 95% ethanol labelled 
with the site and date of  collection. The ethanol 
was changed periodically throughout the project 
to ensure the samples were properly preserved.

Figure 1. Map showing the locations of  seven study 
streams in Texas’ Coastal Bend. 

SFC = San Fernando Creek; 
AR =Aransas River; 
MR = Mission River; 
PDC = Perdido Creek; 
GC = Garcitas Creek; 
WMC = West Mustang Creek;
EMC =East Mustang Creek.

Quantification of  Embryos
	 The samples from each of  the sites were 
measured using calipers and the standard length 
(mm) was recorded. Next the samples were sexed, 
and a small incision was made on the female 
samples from which the embryos were extract-
ed using forceps. Each female and her embryos 
were then placed in individual vials labeled with 
date collected, site collected as well as assigned 
a sample number. Next the embryos from each 
of  the females were viewed using a microscope. 
While being viewed under the microscopes pic-
tures of  each embryo were recorded. The pic-
tures were used to determine the developmental 
stage of  each embryo. The embryos were catego-
rized into three stages: stage 1 (egg), stage 2 (ear-
ly eye development), and stage 3 (late eye devel-
opment). The stage development classifications 
were taken and modified from Reznik (1981). For 
each of  the sample locations the number of  em-
bryos in each of  the three developmental stages 
were recorded.

Statistical Analysis
	 The average abundance of  embryos of  
each stage from each stream was compared with 
the predator abundances at each site. Species of  
fish were categorized as potential predators of  
G. affinis based on known presence in the diet 
and based on expert opinion (JD Hogan pers. 
comm.). The average abundance of  predato-
ry species was calculated for each stream. Lin-
ear correlation analysis was used to determine 
if  predator abundance (log10 transformed) was 
correlated with the mean abundance of  each 
stage of  embryos.

Results
	 Eighty-two Gambusia affinis were collect 
from 7 streams across the Texas coastal bend. 
Fifty-three of  these specimens were female from 
which the embryos were extracted. 

28 Texas A&M University-Corpus Christi



2020 Texas A&M University-Corpus Christi McNair Scholars Journal

	 The result of  the categorization of  em-
bryos showed that there was a total of  152 
stage 1, 63 stage 2, and 256 stage 3 embryos in 
addition to 19 embryo samples that were con-
sidered underdeveloped or “runts”.
	 Runts were characterized as any mis-
shapen eggs or embryos that did not clearly fit 
into any of  the morphological descriptions of  
embryo stages from Reznik (1981).
	 The average number of  embryos col-
lected from each of  the three developmental 
stages varied among the 7 streams (Figure 2). 
MR had smallest mean number of  embryos 
(mean = 4 per female) while AR had the high-
est average (mean = 12 per female). We ob-
served that GC had the most even distribution 
of  the three stages while stream (MR) was the 
least diverse only having stage 3 embryos being 
collected (Figure 2).
	 The mean abundance of  Stage-3 em-
bryos was strongly correlated with log10 pred-
ator abundances (R2 = 0.47). Greater mean 
abundances were found in streams with great-
er log10 predator abundances (Figure 3). The 
other two stages were not correlated with log10 
predator abundances (S-1 R2 = 0.02; S-2 R2 = 
0.007; Figure 3).

Figure 2. Average number of  embryos of  each de-
velopmental stage per stream. 
S-1 = stage 1; 
S-2 = stage 2; 
S-3 = stage 3; 
RNT = “runt”. 

Stream abbreviations are above each figure. 
Streams are organized from west-most (upper 
left) to east most bottom left).
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Figure 3. Linear correlations between log10 
predator densities and the mean abundance 
of  each of  the three stages of  embryo develop-
ment. Stage-1 (top), Stage-2 (middle), Stage-3 
(bottom).

Discussion
	 We hypothesized that if  predator densi-
ty in a stream is high female Gambusia affinis 
will produce smaller embryos and increase the 
amount of  embryos that are produced. Our data 
show that there was a high degree of  variance in 
the mean number of  embryos produced across 
our seven study streams. In addition, the number 
of  Stage-3 embryos produced was highly cor-
related with the mean abundance of  predators. 
The correlation shows that as predator density 
moves from low to high across a gradient the 
number of  Stage-3 embryos increased thus sup-
porting our hypothesis. 
	 In this study we were only able to quan-
tify the abundance of  embryos in various devel-
opmental stages. However, to fully test wheth-
er there is a trade-off happening between the 
number and size of  embryos being produced, 
we must conduct an additional study in which 
the dry weights of  each individual embryo are 
measured and recorded for each developmental 
stage. Then using this data compare the embry-
onic dry weights per stage against the same pred-
ator density gradient. If  the trade-off hypothesis 
is correct, then we would expect to see a negative 
correlation between embryo weight and preda-
tor abundance, as well as a negative correlation 
between mean embryo weight and mean em-
bryo abundance for each female. Future studies 
should focus on measuring the embryos weights.
	 In this study the only variable we com-
pared with embryo number is the abundance 
of  predators. We hypothesized that predation is 
thought to be the factor encouraged the change in 
the reproductive investment in G. affinis. Howev-
er, in order to know if  predation is the only factor 
that results in the alteration of  the reproductive 
investment a study must be conducted in which 
G. affinis are exposed to a variety of  different en-
vironmental factors to observe if  these additional 
factors alter the reproductive investment. 
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It is known that some environmental variables 
can alter reproductive investment in G. affin-
is and the related G. holbrooki. G. affinis are 
known to produce fewer embryos in streams 
when exposed to heavy metal toxins (Franssen 
2009). Also, G. holbrooki females produce fewer 
embryos as water temperatures increase, a two 
degree increase in temperature led to a reduc-
tion in embryo number by half  (Edwards et al. 
2006). In addition, females produced smaller 
embryos as nitrate levels in the water increased 
(Edwards et al. 2006). In Texas coastal bend 
streams, the mean annual water temperatures 
do vary by as much as 2 degrees, with warmer 
temperatures in the west, and cooler tempera-
tures in the east (unpubl. data). We don’t be-
lieve this affected our results here, because the 
number of  embryos was correlated with pred-
ator abundance, and those predator abundanc-
es were not higher in the cooler sites and lower 
in the warmer sites. There may be an effect of  
temperature, but we believe our conclusion that 
predator abundances affect reproductive invest-
ment is supported by the data.
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Visual Search: 
Do You Believe 
What You Are 
Told

by: Gabriella Garcia

Before the letter array a recommendation was given by the 
automated aid stating: “a target was detected” or “the 
target was not detected”, the participant had 5 seconds to 
review the array and then were instructed to identify if  
the target was present or not present. Experimental trials 
differed in automation accuracy at either 75% or 95%. 
Those in the 95% automation accuracy condition had 
a higher hit rate and sensitivity, on average, compared to 
the 75% condition. Overall, the trials with categorical 
targets were found less frequently (hit rate) than featural 
and specific, especially in the 75% condition. There was 
increased compliance and reliance when the condition 
was 95% accurate. Most importantly, our results show 
that use of  automated aids was most beneficial when 
a task was difficult. This research is a foundation to 
further examine the impact of  automation accuracy in 
real-life situations.

Keywords: [Automated aid, Target tem-
plates, Decision making]

Abstract

The use of  an automated aid has increased over the past 
few years. Automated aid is used in everyday life as well as 
in professional settings. The accuracy of  automation has 
shown to influence trust and decision-making process. The 
experiment aimed to analyze the influence of  an automated 
system on a visual search task. Thirty-one students per-
formed a visual search task for a described a target among 
a letter array with the assistance of  an automated aid. 
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	 The use of  automation has increased 
drastically over the years. Day-to-day we use au-
tomated devices like voice-to-text or uploading 
a resume onto LinkedIn. Other automated sys-
tems that we use every day are air conditioning 
systems, text autofill, and smart coffee makers. 
These automated systems alleviate tasks that 
could be tedious or time-consuming, while these 
tasks were once performed by humans manually, 
the automated systems have helped substantially.
	 The proliferation of  automation tech-
nology has made data gathering via unmanned 
autonomous vehicles (UAVs) a useful practice 
across industries. For example, farmers can use 
UAVs to collect aerial images of  their crops in 
a fraction of  the time it would take to cover the 
same area manually. Farmers can use the col-
lected data to search for blight, pests, or other 
problems more efficiently (Zhang et al., 2018). 
Since UAVs can cover a large amount of  space 
in a short time, the farmer can locate the prob-
lem and proceed to fix the problem much faster 
than them walking the entire field.
	 Most automated systems, from calendar 
reminders on smartphones to image recognition 
software, are not entirely perfect or are limited 
to specific tasks and, thus, require some over-
sight and interaction from a human operator. 
So, it becomes important to understand how 
humans change their behavior as a result of  the 
reliability of  the automated tools they use. As 
the reliability of  the automated system increases 
people will develop trust (Pop et al., 2014) and 
can move through a task more quickly and not 
have to reverify a task that has been completed 
(Rice, 2009). If  the automated system is not pro-
grammed correctly this can cause an inconve-
nience, leading to the person doing double work, 
fixing the machine and, doing the task the ma-
chine was supposed to perform. In the current 
study, we investigated how the reliability of  an 
automated aid affected performance in a visual 
search task of  varying difficulty.

	 Generally, automation is the use of  tech-
nology and machines to complete tasks or sub-
tasks on their own without direct human control. 
Automation is primarily used for jobs that are 
either dull, dirty, or dangerous (“How robots are 
taking on the dirty, dangerous, and dull jobs,” 
2019). The level of  involvement from the auto-
mation can vary depending on the sophistica-
tion of  the task. A boring and repetitive task that 
requires a lot of  simple calculations or constant 
monitoring might be best left to a computer to 
perform, whereas tasks that require flexibility 
or contextual judgments might rely more on 
human decision making. Because the levels of  
automation between tasks vary from fully au-
tonomous to fully operator run (Parasuraman, 
Sheridan, & Wickens, 2000), it is important to 
understand how operators learn to interact and 
trust the automated system they work with.
	 For example, there are systems in place 
that monitor the pressure in valves at chemical 
plants, these systems alert the operator if  the 
pressure is too high or too low. If  there is a mal-
function, the operator is to find the issue and 
resolve it, if  the pressure system monitor states 
that the pressure in the valve is low or off and the 
operator goes to open it when in fact the pressure 
is high, this could cause serious harm to those in 
the facility and the equipment. A well-designed 
automated system can reallocate the operator’s 
attention from boring, repetitive tasks to other 
tasks better suited for human cognition. If  a sys-
tem is not designed well, however, the human 
operator might experience a cost to their atten-
tion.
	 Meyer (2001) examined the adaptive 
changes participants used in response to warn-
ing signals. In this study, participants catego-
rized bars of  different lengths into one of  two 
categories based on length, short or long (similar 
to identifying a system malfunction in a pres-
sure-monitoring system).
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The bar lengths were drawn from two different 
distributions that had some overlap, so correctly 
sorting the bars required some level of  guessing. 
An automated “warning” system helped the par-
ticipants make their decision by making a recom-
mendation of  which distribution the target line 
was drawn from. A continuous, lengthed bar was 
displayed at the top of  the display screen that 
was correlated with the state of  the system. The 
participant was to use the combination of  the 
length of  the presented bar and warning signal 
to make a decision. The warning system was im-
perfect, in that its recommendations were some-
times wrong, and the patterns of  when the par-
ticipants agreed or disagreed with the warning 
system revealed two types of  agreement based 
on which “recommendation” the assistant gave. 
The results showed that the participants’ sensi-
tivity or, how their behavior changed based on 
the aid’s recommendation, was lower when the 
warning system was not valid than when it was 
valid and as the experimental trials went on the 
sensitivity increased, as expected reliance. The 
levels of  bias changed depending on the type of  
warning indicator, when the indicator was red, 
meaning the length of  the bar did not match the 
bar above, and when the indicator was green, 
meaning no malfunction the bar was the same 
length as above. The operator heavily relied on 
the aid and agreed with it and when the warn-
ing gave a red indication, the operator was more 
likely to agree with the aid and investigate the 
problem compliance. Based on distinct patterns 
of  agreement with warning and non-warning 
signals, Meyer proposed that automation trust 
can be broken down into two types: compliance 
and reliance. Compliance refers to the rate at 
which the operator agrees with an automated 
system when it reports a target event. Reliance, 
on the other hand, refers to the rate at which 
the operator agrees with an automated system 
when no signal is detected. Compliance and re-
liance can vary independently depending on the 
behavior of  the automated system.

	 Rice (2009) conducted an experiment 
that specifically investigated how automation 
error-type and rate affects compliance and reli-
ance. A simulated “combat task” was performed 
where participants were to examine the aeri-
al photographs and search for an enemy target 
(e.g., a tank). A “diagnostic aid” was provided 
to assist in recommendations during each trial. 
The aid reported “The automation has detect-
ed a tank!” or “The automation has determined 
that there is no tank!” before the scene the par-
ticipant was to search appeared. The reliability 
and response bias of  the aid were manipulated 
between participants to have varying miss and 
false-alarm errors ranging from 95%-55%. Rice 
found that performance increased as the reli-
ability of  the automated aid increased. More 
importantly, though, he found that compliance 
and reliance rates changed based on the type 
of  bias of  the diagnostic aid. When the aid was 
false-alarm-prone, compliance was reduced, and 
when the aid was miss-prone, reliance decreased. 
The results showed that in designing automation 
it is beneficial to use a reliable automation when 
possible because less reliable tends to harm hu-
man-automation performance negatively. The 
different types of  errors like miss-prone and 
false-alarm prone affect the trust or compliance 
and reliance of  the automated aid. People will 
either adjust to the types of  errors or stray away 
from using the automation altogether.

Visual Search
	 Visual search is the process of  using per-
ception and attention to locate visual targets 
amongst non-target distractors. “I Spy” puzzles 
and looking for a car in a parking lot are com-
mon examples of  visual search tasks. People use 
visual search every day and some professions rely 
on it, like TSA baggage screeners and radiolo-
gists. 
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Target Templates
	 When someone is performing a visu-
al search task, they usually aren’t randomly di-
recting their attention in the visual field (Treis-
man & Gelade, 1980; Wolfe, 1998), they use a 
mental representation, called a target template 
(Malcolm & Henderson, 2010). Sometimes a 
target template can be very specific and precise 
or vague which has a higher variety of  potential 
features to search for. More precise the template, 
the more efficient the search, generally. For ex-
ample, if  you and a friend walk to a parking ga-
rage your friend says, “Help me find my Jeep,” 
the kind of  template you use to guide your atten-
tion will depend on your mental representation 
of  Jeeps. You might think of  a black Jeep Cher-
okee, a white Wrangler, or a bright green Jeep 
from the movie Jurassic Park. The features for 
the target template will be based on your individ-
ual expectations and might not match the model 
and color of  your friend’s actual car, resulting in 
poor attentional guidance. If  your friend were to 
ask, “Help me find by Jeep, it’s a blue Cherokee,” 
your target template will be less broad, and your 
attention will be directed to cars that match that 
target description.
	 In a series of  experiments done by Hout 
and Goldinger (2015), the precision of  partici-
pants’ target templates was manipulated based 
on how targets were presented. For example, in 
one condition a participant might be shown a 
blue teddy bear and be asked “Find this object.” 
This is a case of  a precise template because the 
features of  the target are clear and exact. In an-
other condition, a participant might be shown a 
blue teddy bear and a brown teddy bear with a 
hat and be asked “Find one of  these objects.” In 
this condition, the target template is “wider” be-
cause more features need to be incorporated into 
the guiding template. 
	 Schmidt and Zelinsky (2009) investigated 
template precision by manipulating the words 
used to describe a target (compared to an image 
cue control group).

	 Targets were either described abstractly 
or precisely and with a color or without a color. 
For example, if  an upcoming target was a pair 
of  brown, tall hiking boots, the target could be 
described as boots (precise), footwear (abstract), 
brown boots (precise and color), or brown foot-
wear (abstract and color). Schmidt and Zelinsky 
found that participants were more likely to direct 
their first eye movement toward the target as the 
precision of  the target description increased. 
The prior research suggests that the more accu-
rate a target description is, the easier the search 
becomes.
Automated Aids in Visual Search Tasks
	 Visual search tasks are not always as sim-
ple as finding your keys on your desk. Sometimes 
the target is very similar to non-targets or the 
target might show up in a variety of  ways, which 
makes search more difficult. Automated systems 
can be used to help people complete searches 
more accurately (e.g., highlighting an area that 
is likely abnormal tissue on a CT scan).
	 Helbren et al. (2015) conducted a visual 
search experiment that involved an automated 
aid. The authors recruited inexperienced and 
experienced colonography readers to search for 
polyps in a prerecorded video of  a CT colonog-
raphy with the use of  computer-aided detection 
(CAD). Half  of  the participants (in both groups) 
watched the colonography with a CAD system 
and the other half  watched the without the aid. 
The authors were primarily interested in pur-
suit time, which was measured as the response 
time from when the searcher’s eye movements 
were directed towards a polyp until the man-
ual response. The group of  participants that 
used CAD had a red dot or marker indicating 
high-potential abnormalities. Pursuit time, iden-
tification time, and CAD location pursuit time 
were analyzed with the use of  the eye tracker. 
Identification time was the amount of  time it 
took the searcher to identify the polyp without 
CAD and CAD location pursuit time was a sim-
ilar analysis with CAD. 
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The CAD drew experienced and inexperienced 
readers’ attention to polyps faster than without 
the CAD leading to a reduction in time in iden-
tifying polyps. Inexperienced readers relied and 
complied with the CAD, the overreliance on the 
CAD influenced the readers to miss polyps when 
the CAD did not identify it.

Current Investigation 
	 In our current investigation, we want to 
examine how automation influences the partic-
ipant’s decision making in a visual search task 
when targets vary in specificity. Participants per-
formed a visual search task for targets of  varying 
description precision with an “automated aid.” 
The aid’s accuracy was manipulated between 
participants to be either reliable (95% accuracy) 
or unreliable (75% accuracy) to investigate how 
the participants’ trust in the aid would vary with 
the aid’s accuracy and the difficulty of  the search 
task. First, we hypothesized that search perfor-
mance (hit rate, sensitivity, and reaction time) 
would be superior in conditions where the target 
is well defined, as opposed to categorically, and 
when the automation aid was accurate. We also 
predicted that the aid would be most beneficial 
when searching for a categorically defined tar-
get (due to the increased difficulty of  the task). 
Second, we hypothesized that agreement (com-
pliance and reliance) would be higher when the 
aid was reliable compared to unreliable, and an 
agreement would be highest when the aid was 
accurate and the search task was difficult.

Methods
	 Participants completed a visual search 
task that involved looking for a target letter 
amongst distractors. The target was different on 
each trial and was described with varying de-
grees of  precision. An automated aid provided 
a warning about the presence or absence of  a 
target before each trial.

Participants
	 Participants were 31 undergraduate stu-
dents enrolled at Texas A&M University-Corpus 
Christi. Participants were 18 years old or older 
and reported normal or corrected-to-normal vi-
sion.
Apparatus
	 Data were collected on Dell desktop 
computers with 18-inch monitors with a refresh 
rate of  60 Hz. The experiment was run using 
E-Prime 2.0.
Stimuli
	 Stimuli were arrays of  100 letters distrib-
uted across the computer screen. There were 
180 letter arrays, 90 arrays had target present 
and 90 arrays had target absent. Letters were 
black capital letters in Arial font at 18 font size. 
The letters were rotated such that they were nev-
er perfectly horizontally or vertically oriented 
and were never placed in the same location. The 
letters were evenly distributed across the display 
with “jitter” to prevent the array from creating 
a noticeable grid pattern. No letters overlapped 
with each other and were presented against a 
light-gray background.
Automated Aid
	 The automated aid was part of  the exper-
imental program and was set to give correct tar-
get warnings in pre-determined amounts equal 
to the accuracy described to the participant. In 
one condition, the aid was 75% accuracy and it 
was 95% accuracy in a second condition. Errors 
from the aid were evenly distributed between 
target-present trials (misses) and target-absent 
trials (false alarms).
Procedure
	 The experiment began with participants 
reading the instructions for the experiment, in-
cluding the information about the automated 
aid. Each trial sequence began with a descrip-
tion of  the target for the upcoming trial.
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Three target types were used to manipulate the 
precision of  the target template participants 
used to guide their attention: specific, featural, 
and categorical. The trial began with instruc-
tions that stated the specific description directly 
naming the letter the participant was to search 
for (e.g., “find the letter F”). The featural de-
scription instructed participants to search for a 
“curvy” letter. Finally, the categorical description 
asked participants to search for a vowel. Next, 
the information from the automated aid was 
presented, which informed the participants if  it 
had “detected” a target or not. Participants then 
self-initiated the search trial. The letter array ap-
peared on the screen for five seconds or until the 
participants pressed the spacebar to make a final 
response. The array of  letters was then replaced 
with a mask (randomly placed “@” and “#”) 
and participants were instructed to press the “J” 
key if  the target was present and the “F” key 
if  the was not present. Finally, they were given 
feedback on whether their decision was correct 
or not. Participants completed six practice trials 
and 180 experimental trials.
Design
	 A 2(automation accuracy: 95% vs 75% 
accuracy) x 3(target type: specific vs featural vs 
category) x 2(trial type: target-present vs tar-
get-absent) was used. Automation accuracy was 
a between-subjects variable, while target type 
and trial type were within-subjects variables. We 
collected responses regarding target presence 
and absence as well as response time (the elapsed 
time from the onset of  the search array until the 
termination of  the search array).

Results
Accuracy
	 We analyzed accuracy of  the search task 
with two different measures. First, we analyzed 
the hit rate, the proportion of  correct target-pres-
ent responses.

Second, we calculated the signal detection met-
ric for sensitivity, d′  (Macmillan & Creelman, 
2004), to account for both how successful par-
ticipants were at correctly responding to targets 
but also not making false-positive responses. 
Higher values of  d′  indicate better target-dis-
tractor discriminability than lower scores.
Hit rate
	 We used a mixed analysis of  variance to 
analyze hit rate with automation accuracy as a 
between-subjects factor and target type and tri-
al type were within-subject factors. The analysis 
revealed a main effect of  target type, F(2,120)= 
60.49, p< .001, ηp

2 = .502. Vowel targets (52.5%) 
were found less frequently than feature (69.5%) 
or specific (70.7%) targets. The difference be-
tween featural and specific targets was not sig-
nificant (p = .048). There was also a main ef-
fect of  automation accuracy, F(1,60) = 4.09, p = 
.048, ηp

2 = .064. Hit rate was higher in the 95% 
automation accuracy condition (66.7%) com-
pared to the 75% condition (61.7%).
	 There was a significant two-way interac-
tion between target type and automation accu-
racy, F(2,120) = 7.52, p = .001, ηp

2 = .107 (see 
Figure 1). There were no significant differences 
between the automation accuracy conditions 
for feature and specific targets, but there was a 
significant difference between the automation 
accuracy conditions for categorical targets (p = 
.001).
Sensitivity
	 Similar to hit rate, we used a mixed anal-
ysis of  variance to analyze sensitivity. The analy-
sis revealed a main effect of  target type, F(2,120) 
= 44.08, p< .001, ηp

2 = .424. Sensitivity was sig-
nificantly higher for specific targets (d′ = 2.07) 
compared to featural (d′ = 1.80) and categorical 
targets (d′ = 1.14). Sensitivity for featural targets 
was also significantly different from categorical 
targets. There was no main effect of  automation 
accuracy, F(1,60)= 3.75, p= .057.
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There was a significant interaction between tar-
get type and automation accuracy, F(2,120) = 
3.30, p = .014, ηp

2 = .052 (see Figure 2). There 
were no significant differences between automa-
tion accuracy conditions for the feature and spe-
cific targets, but there was a significant difference 
between the automation accuracy conditions for 
categorical targets (p = .002).
Agreement
	 We assessed trust in automation by cal-
culating the agreement rate for each of  the 
two recommendations from the automated aid. 
Compliance rates were the proportion of  trials 
the automation made a target-present warn-
ing, and the participant gave a target-present 
response. Likewise, reliance rates were the pro-
portion of  trials the automation made a tar-
get-absent warning, and the participant gave a 
target-absent response. Higher compliance or 
reliance rates indicate more agreement with the 
aid. Simple means for compliance and reliance 
rates are presented in Figure 3.
Compliance
	 We used a mixed analysis of  variance to 
analyze compliance rates with automation ac-
curacy as a between-subjects variable and tar-
get type and trial type were within-subject fac-
tors (similar to the analyses of  accuracy). The 
analysis revealed a main effect of  target type, 
F(2,120)= 21.70, p < .001, ηp

2 = .266. There was 
less agreement between when the target was cat-
egorical (56.3%) compared to specific (65.4%) 
and featural (66%). There was also a main ef-
fect of  automation accuracy, F(1, 60) = 13.82, p 
< .001, ηp

2 = .187. There was more agreement 
when the automation was 95% (67.2%) accurate 
compared to 75% accurate (57.9%). The inter-
action between target type and automation ac-
curacy was not significant, F(2,120) = 1.90, p = 
.153.

Reliance
	 We used the same analysis as compliance 
to analyze reliance rates. The analysis revealed a 
main effect of  target type, F(2,120) = 3.70, p = 
.028, ηp

2 = .058. Reliance for featural targets was 
slightly higher (79.1%) than for specific (76.1%) 
and categorical (75.3%). There was also a main 
effect of  automation accuracy, F(1,60) = 35.86, 
p<.001, ηp

2= .374. There was more reliance in 
the 95% (85.3%) compared to 75% (68.4%). 
There was no interaction between target type 
and automation accuracy F(2,120)= 0.90, p = 
.914.

Response Time
	 We used a mixed analysis of  variance to 
analyze response time with automation accuracy 
as a between-subjects variable, and trial type and 
target type as within-subjects variables. Only re-
sponse times from correct responses were an-
alyzed. The analysis revealed a main effect of  
target type, F(2,120) = 13.27, p < .001, ηp

2 = 
.181. Response times were significantly shorter 
for specific targets (3,730 ms) compared to feat-
ural (3,798 ms) and categorical (3,961 ms). Un-
surprisingly, there was also a main effect of  trial 
type, F(1,60) = 102.23, p < .001, ηp

2 = .630. Re-
sponse times for target-present trials were short-
er (3,379 ms) than target-absent response times 
(4,280 ms). There was no significant effect of  au-
tomation accuracy, F(1,60) = 1.22, p = .274.
	 There was a significant two-way interac-
tion between target type and trial type, F(2,120)= 
6.85, p=.002, ηp

2 = .102. Specifically, the differ-
ence between target-present and target-absent 
response times for the categorical targets was 
smaller than for feature or specific targets (see 
Figure 4). There was no significant two-way 
interaction between trial type and automation 
accuracy, F(1,60) = 3.61, p= .062 or target type 
and automation accuracy, F(2,120) = 0.46, p = 
.630. The three-way interaction was also not sig-
nificant, F(2,120) = 0.24, p = .788.
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Discussion
	 In this experiment, we examined the ef-
fect of  automation on decision making when 
searching for a target in a visual search task. We 
found a higher hit rate and sensitivity for specific 
and featural target types compared to categori-
cal targets. Search was also more accurate with 
the help of  the reliable automated aid, especially 
when the target was categorical—the most dif-
ficult of  the three target types to find quickly. 
Compliance and reliance were higher when the 
automation aid was at 95% accuracy compared 
to 75% accurate. Reliance on the aid was also 
increased with featural target types, compared to 
categorical and specific. Finally, specific targets 
were found more quickly compared to the other 
two target types.
Visual Search with Automated Aids
	 Past research (Helbren et al., 2015; Rice, 
2009) and our current investigation shows how 
the accuracy of  an automated aid affects the hu-
man decision-making process, especially in the 
context of  task difficulty. We manipulated the 
difficulty of  the visual search task by the specific-
ity of  the target template our participants used 
for different search trials. A target template is a 
mental representation that will help guide us to 
search and identify a target. As the template be-
comes more precise, search becomes more effi-
cient (fewer errors and shorter search times). If  
the description for a target is vague, only a broad 
set of  features can be used as a template, and the 
amount of  time to locate the target increases. In 
both groups, 75% and 95%, the participant was 
given a vague description like “find a curvy let-
ter”, our results showed an increase in reliability 
and compliance. When asked to “find a vowel” 
the letters A, E, I, O, U, and Y there are few, 
if  any, shared features amongst potential tar-
gets. This limits the construction of  a template 
that can guide attention to features of  potential 
targets. On the other hand, when asked “find a 
curvy letter” the target template becomes more 
precise, letters like S, P, and O fall into this cate-
gory.

Curvy letters share a distinctive feature that sep-
arates themselves from other letters like X or T, 
while vowels do not have a specific feature, they 
are described in a semantic category. During the 
search for a categorical target, the target tem-
plate has little if  any guiding information and 
the results reflected that response times were 
longer compared to other target types like fea-
tural or specific. As revealed by the interaction 
between the aid accuracy and types of  targets, 
performance for finding featural and specific tar-
gets was not heavily impacted by the aid, while 
search for the categorical targets benefited sub-
stantially from the accurate aid. Since finding a 
specific letter like X or a featural letter like “find 
a curvy letter” is easier for participants to search 
for by themselves, the aid’s recommendations 
were not needed as much. As to the categorical 
target type, the more accurate aid benefited the 
participants in the search since there was little to 
no template.
	 Radiologists, as well as TSA agents, go 
through extensive training to identify abnor-
mal objects with the help of  an automated aid. 
As more tools are designed to aid professionals, 
like radiologists or farmers surveying images of  
crops, the difficulty of  the task for the profession-
al should be kept in mind because the accuracy 
of  the aid could potentially increase target or 
abnormal identifications. Similar to our inves-
tigation, participants were asked to identify an 
object given a description with the help of  an 
automated assistant and as the difficulty of  the 
task increased so did the sensitivity to the auto-
mation.
Limitations and Future Directions
	 Our study had some limitations. The par-
ticipants were limited to 5 seconds when asked 
to search for the target, which could have led to 
them blindly relying on the automated aid falsely 
reflecting increased use of  compliance and reli-
ance in results. Another limitation was that there 
was only one type of  featural description used 
during the entire experiment. 
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As the trials proceeded the participant could 
have experienced fatigue and again blindly 
rely on the automated aid, further increasing 
the compliance and reliance results. In a future 
study, longer search time and a variation of  cat-
egorical descriptions could perhaps give more 
accurate results. Moving this type of  investiga-
tion into a more realistic setting could help in-
crease efficiency and productivity in other areas. 
The stimuli in our experiment would never be 
used in a realistic scenario, with that being said, 
transferring our concept to a realistic scenario 
would look like the use of  railroad track aerial 
images. These images could assist railroad engi-
neers in finding breaks on the ties or debris on 
the tracks. If  programmed correctly, the auto-
mated assistant would help the engineers iden-
tify these hazards, allowing them to repair them 
quickly and safely.
Conclusions
	 In summary, our results show how accu-
racy of  an automated aid affects performance 
in a visual search task with varying degrees of  
difficulty. Our results showed that an increase in 
automation accuracy led to an increase in cor-
rectly identifying a target in a visual search task. 
Most importantly, automated aid use increased 
as the target description was vague. These find-
ings highlight the importance of  understanding 
which tasks are difficult for human operators 
and designing systems to alleviate those poten-
tial shortcomings.
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Figure 1. Mean correct hits for each target type by automation accuracy. Bars represent one standard error 
around the mean. Categorical target descriptions were found less frequently compared to specific and feat-
ural.

Figure 2. Mean sensitivity (measured by d’) by target type and automation accuracy conditions. Light bars 
are means for when the automation was 75% accurate, and dark bars are for when the automation was 95% 
accurate. Sensitivity was higher for specific than categorical and featural.
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Figure 3. Compliance (A) mean agreement rate by target type and condition type. Reliance (B) mean agree-
ment rate by target type and condition type. Error bars represent one standard error around the mean.

Figure 4. Mean response time in milliseconds by target type and target presence. Light bar represents means 
of  target present. Dark bar represents means of  target absent. Error bars represents one standard error around 
the mean. Reaction time was shorter in featural description for both target present and absent.
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Estuarine DOM 
composition

response to 
Hurricane Harvey: 
lessons learned
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1. Introduction

Estuaries are one of  the world’s most important 
environmental resources (Costanza et al., 1997; 
Savage, Thrush, Lohrer, & Hewitt, 2012). They 
provide habitat, nursery, and food sources for 
many ecologically and economically important 
marine organisms (Beck et al., 2001). They also 
provide other ecosystem services, such as the fil-
tration of  sediment and pollutants (Teuchies et 
al., 2013). In recent years, these environments 
have been subjected to an increasing amount of  
anthropogenic and natural perturbations that 
may alter or even compromise the productivity 
of  estuarine ecosystems. Among these are ex-
treme hydroclimatic events, such as hurricanes, 
droughts, and flood events (Shelton, 2009), which 
have all been predicted to increase in frequency 
and intensity due to climate change (Webster et 
al., 2005). Extreme hydroclimatic events greatly 
influence the delivery of  freshwater to estuaries. 
Freshwater inflows provide nutrients, sediments, 
and organic matter important to biogeochemical 
cycling and ecological productivity in the estuary. 

Abstract
Recent studies characterizing dissolved organic matter (DOM) 
inputs and biogeochemical processes in coastal regions following 
storm events have focused on riverine and marine environments 
and overlooked estuarine systems. Bay surface-water samples 
(n=16) were collected from nearshore in Corpus Christi Bay, 
Texas, two days before Hurricane Harvey made landfall un-
til two months after. PPL-solid phase extraction and UPLC 
Orbitrap Fusion Tribrid mass spectrometry, in positive mode, 
was utilized to molecularly characterize surface-water DOM. 
Analysis revealed input of  carbon-rich compounds during 
landfall, followed by an increase of  nitrogenous DOM that 
decreased over time. In the area, Hurricane Harvey brought 
trace amounts of  precipitation but strong northwesterly winds 
that caused a significant drop in bay water level. It is be-
lieved that this caused a sudden and significant steepening of  
bayward aquifer hydraulic gradients that enhanced input of  
groundwater and flushing of  porewater DOM to temporar-
ily exposed sediments and shallow waters. These changes in 
DOM composition could significantly influence the ecological 
health of  estuaries.
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Thus, any changes in freshwater inflow can 
greatly impact biogeochemical cycling in these 
habitats and nutrient exports to the open ocean 
(Palmer et al., 2012; Riera et al., 2000). A num-
ber of  studies have identified changes in water 
quality and ecosystem functioning after, and in 
relation to, storm events, like hurricanes. (Mallin 
et al., 1999; Paerl et al., 1998).  However, only 
in recent years has the impact of  storm events 
on organic matter cycling and composition be-
come of  focus of  research in riverine (Raymond 
& Saiers, 2010; Lu & Liu, 2019) and estuarine 
systems (Letourneau & Medeiros, 2019).
	 Dissolved organic matter (DOM) is shown 
to be an important source of  carbon (C) and car-
bon-bound nutrients, such as nitrogen (N), phos-
phorus (P), and sulfur (S), in estuaries and plays 
an important role in the biogeochemistry and 
ecological functioning of  these environments 
(Findlay et al., 2002; Hansell & Carlson, 2014). 
Studies indicate that DOM affects the solubility 
(Chiou et al., 1986), bioavailability (Akkanen et 
al., 2004; Ksionzek et al., 2018), and reactivity 
(Opsahl & Benner, 1998) of  nutrients, trace met-
als, and contaminants in aquatic environments. 
Reactions of  DOM at land-ocean boundaries, 
like estuaries, play a key role in the biochemical 
transformations of  these nutrients, thus further 
studies are necessary.
	 There are several sources for DOM in the 
estuarine environment, with freshwater inputs 
and in-situ marine inputs among the primary. 
Terrestrial DOM sources dominate in estuaries 
with significant freshwater inputs. This DOM is 
produced as precipitation percolates though the 
soil and dissolves atmospheric dusts and gases, 
root exudate, leaf  and root litter, and metabolites 
of  microorganisms (Findlay et al., 2002). Humic 
substances, a broad class of  organic acids con-
taining aromatic rings, represent a main fraction 
of  terrestrially sourced DOM (Thurman, 1985).

Much of  these substances originate in plant de-
tritus, specifically lignin, a heterogeneous phen-
ylpropanoid polymer found in the cell walls of  
vascular plants, and tannin, a polyphenolic com-
pound most commonly found in the bark and 
leaves of  plants (Findlay et al., 2002). As plants 
decay, this detritus can be transported directly 
into rivers or be leached into groundwater from 
where it can directly discharge to rivers or estu-
aries, ultimately to be exported towards coast-
al margins and the open ocean (Findlay et al., 
2002; Sleighter & Hatcher, 2008).
	 Estuarine-derived DOM inputs could be 
signifcant in coastal environments when fresh-
water inputs are limited. Phytoplankton, N2 fix-
ers, bacteria, zooplankton, and viruses produce 
DOM within the water column via excretion, fe-
cal pellet dissolution, passive and active diffusion, 
exoenzymes, and lysis (Sipler & Bronk, 2015). In 
shallower environments, direct release from mi-
croalgae and sediments via diagenesis are also 
sources of  DOM (Sipler & Bronk, 2015).
	 The source of  DOM reflects on its com-
position and degree of  biodegradation in estu-
arine and marine environments. For instance, 
terrestrial DOM is characterized by more aro-
matic compounds and a greater CHO compo-
sition, due to the nature of  terrestrial plant de-
tritus described (Bianchi & Bauer, 2011). When 
compared to terrestrial sources, marine DOM 
is characterized by higher weighted averages of  
phosphorous and nitrogen heteroatoms and ali-
phatic compounds (Bianchi & Bauer, 2011). The 
source and quantity of  DOM has been shown 
to influence estuarine ecology through changes 
in microbial community composition (D’Andrilli 
et al., 2019; Traving et al., 2017). This has im-
plications for marine primary production, espe-
cially when seasonal effects on marine primary 
production are considered. 
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DOM is a vital nutrient source for estuaries, and 
coastal seas rely on the exports of  organic matter 
from these environments to stimulate beneficial 
ecological activity and support diversity within 
the ecosystem (Savage et al., 2012). Conversely, 
excess inputs can stimulate harmful algal blooms, 
especially during warm months and increased 
runoff from storms (Boyer et al., 2006).
	 Perturbations that alter the source and 
flow of  water to estuaries, such as extreme hy-
droclimatic events, can influence the quantity 
of  DOM inputs, composition, and degradation 
pathways in estuarine waters. Given the different 
sources and sinks for DOM converging in estuar-
ies, including riverine inputs, flanking marshes, 
groundwater, and benthic fluxes, atmospheric 
deposition, and oceanic waters (Hedges & Keil, 
1999), these types of  investigations are scarce 
and have proven challenging. For instance, river 
discharge and ocean tides experience daily and 
seasonal variations and can be altered by ex-
treme hydroclimatic events (Wetz & Yoskowitz, 
2013). These physical processes induce changes 
in temperature, pH, salinity, dissolved oxygen 
(DO), and turbidity, which in turn, have the abil-
ity influence DOM bioavailability and transfor-
mations in estuaries (Liu et al., 2019).  Molecular 
characterization of  DOM can aid in our under-
standing of  biogeochemical cycling in estuaries 
after extreme hydroclimatic events, like hurri-
canes, that are expected to increase in frequency 
and intensity.
	 Studies have begun to assess changes in 
DOM after storm events but have focused on 
freshwater discharge, such as stream flow and 
surface runoff (Lu & Liu, 2019; Chen et al., 2019; 
Dennis et al., 2017). This study investigates the 
changes in DOM composition in an estuarine 
environment after a hurricane event using Ul-
trahigh Performance Liquid Chromatography 
(UPLC) coupled with mass spectrometry and 
uses statistical analysis of  DOM composition to 
determine potential sources of  these changes.

2. Methods
2.1 STUDY AREA AND SAMPLING SITE
	 Samples were collected on the southern 
shore of  Corpus Christi Bay at University Beach 
on Ward Island, originally predicted to be within 
the landfall path of  Hurricane Harvey (Figure 1). 
Corpus Christi Bay is a shallow embayment com-
prised of  fine sand and silt along the shoreline 
and mud towards the middle of  the bay (Morton 
& Winker, 1980). The bay formed by the backfill-
ing of  an incised valley during a quaternary sea 
level transgression sequence when sea level rise 
exceeded the rate of  sediment supply from local 
rivers (Morton & Winker, 1980). Ward Island is 
a remnant of  the Nueces River/Oso Creek del-
taic complex discharging into the bay. Universi-
ty Beach was constructed in 2001 to restore the 
beach that once extended along the entire shore-
line fronting the island. Terminal groins stabilize 
366 meters of  beach and three detached break-
waters protect the beach from forces exerted to-
wards the shore (Williams, 2002). Water samples 
were collected from surface water, within ten 
meters of  the shore. Two samples were collected 
daily prior to landfall. Post-landfall, ten samples 
were collected daily between days four and four-
teen. Two more samples were collected weekly 
after this date, and one last sample was collected 
on September 30.
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2.2 HYDROCLIMATIC CONDITIONS
	 Hurricane Harvey originated in the At-
lantic and rapidly intensified as it approached the 
Texas coast, reaching a maximum windspeed of  
115 knots—category 4 status on the Saffir-Simp-
son scale—before making landfall (National 
Hurricane Center, 2018). It made landfall on Au-
gust 26 on the northern end of  San Jose Island, 
a barrier island approximately 58 kilometers (36 
miles) north of  Ward Island. Landfall on the Tex-
as mainland occurred approximately three hours 
later with an estimated windspeed of  105 knots 
(National Hurricane Center, 2018). After stalling 
near the Houston, Texas, area, the storm drifted 
offshore three days later before making another 
final landfall in southwestern Louisiana on Sep-
tember 30 (Figure 2). The study area received in-
put from both Corpus Christi Bay to the north, 
which is separated from the Gulf  of  Mexico by 
barrier islands, and Oso Bay (Figure 1).

2.3 DATA COLLECTION AND ANALYSES
2.3.1 Solid Phase Extraction

	 Immediately after collection, samples were 
passed through 0.2 μm polyesthersulfone filters to 
remove particulates. Prior to extraction, 100 mL 
of  each sample was acidified to pH 2 with HCl 
to increase extraction efficiency for organic acids 
and phenols. DOM samples were then prepared 
for mass spectrometric analysis using Bond Elut 
PPL solid phase extraction (SPE) cartridges fol-
lowing the procedure recommended by Dittmar 
et al (2008). Prior to elution of  the DOM from 
the cartridges, two cartridge volumes of  0.0l HCl 
were passed through the cartridge to completely 
remove salts and then dried. The samples were 
eluted with 6 mL Optima LC/MS grade metha-
nol. The methanol eluents were dried in a Cen-
trivap benchtop concentrator and reconstituted 
with 1 mL with of  95:5 water to acetonitrile.

2.3.2UPLC-Orbitrap Fusion Tribrid Mass Spec-
trometry

	 Analyses of  DOM were conducted using 
UPLC with mass spectrometry using the Or-
bitrap Fusion Tribrid mass spectrometer (UP-
LC-OT-FTMS). An auto sampler injected the 
samples into the LC C18 column before heated 
electrospray ionization (H-ESI) of  3500 V for 
analysis in positive mode by the mass spec. Com-
pound Discoverer software 3.0 (Thermo Fisher) 
was used to identify the DOM compounds ac-
cording to the following criteria: 1) it has a sig-
nal-to-noise ratio above 3; 2) a minimum of  5 
mass scans per chromatographic peak, 3) a min-
imum peak intensity of  50,000, and 4) at least 
one isotope peak detected. A molecular formula 
calculator (Molecular Formula Calc version 1.0 
NHMFL, 1998) was used to determine empiri-
cal formula matches with the following parame-
ters:C4−100H4−200O0−50N0−10S0−3P0−3. Coupled 
UPLC8 OT-FTMS is also able to reveal com-
pound structure, allowing separate isomers to be 
identified that reduced the number of  “dupli-
cate” compounds.

Figure 2. Movement of  Hurricane Harvey colored 
by day.
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Remaining duplicates were reduced using MatLab 
with a set of  conservative rules, which helped elim-
inate any remaining compounds not known to exist 
in nature or below detection limit, among others, as 
described in detail in Abdulla, et al. (2013).

2.3.3 DOM Molecular Data Statistical analysis

Principal Component Analysis
	 Using Compound Discoverer (Thermofish-
er Scientific), a principal component analysis (PCA) 
was employed to detect temporal changes in molec-
ular composition. This approach takes into account 
the molecular composition and the normalized sig-
nal intensities for all samples. Briefly, PCA is a data 
reduction procedure that analyzes the thousands of  
compounds and associated data in compound dis-
coverer and calculates new synthetic variables (prin-
cipal components), that account for as much of  the 
variance as possible, which can be represented in a 
coordinate system (Ramette, 2007). This allows not 
only to identify if  and how DOM composition in 
samples vary with time based on spatial variance in 
the coordinate plane, but also determine which com-
pounds are significant to this variance.
van Kevelen Diagrams
	 Organic compounds from PCA were also 
classified into major compound classes based on their 
O/C and H/C ratios. These characteristic O/C and 
H/C ratios are correlated to the major classes in van 
Krevelen Diagrams, with certain classes clustering in 
different areas of  the plot based on Koch and Dit-
tmar’s findings (Dittmar et al., 2008). Classifying 
compounds in this way aids in identifying the source 
and transformation of  compounds in the time series 
as well as potential environmental drivers.

2.3.4 Nutrition Method

	 Inorganic nutrients (nitrate (NO3
-), nitrite 

(NO2
-), ammonium (NH4

+), orthophosphate (HPO4
2-

), silicate (HSiO3
-)) were determined from the filtrate 

using a Seal QuAAtro autoanalyzer. The method 
detection limit was determined for each analyte and 
matrix by the EPA method detailed in 40 CFR Part 
136, Appendix B. 

The method detection limit (MDL) is defined as the 
Student’s t for 99% confidence level times the stan-
dard deviation of  seven replicate measurements of  
the same low-level sample or spiked sample. If  the 
sample concentration exceeds the linear range, the 
sample was diluted and reanalyzed. The method de-
tection limit (MDL) in μm for the nutrients are: 0.11 
for NO3

-, 0.012 for NO2
-, 0.057 for NH4

+, 0.025 for 
HPO4

2-, 0.14 for HSiO3-. DOC and TDN measure-
ments were conducted using a Shimadzu TOC-V 
analyzer with nitrogen module. Dissolved organ-
ic nitrogen (DON) was estimated as the difference 
between TDN and dissolved inorganic nitrogen 
(DIN=NO2

-+NO3
-+NH4

+). The method detection 
limit is approximately 1 mg· L-1. 

3. Results
3.1 HYDROLOGIC CONDITIONS
	 Although there was a considerable amount 
of  precipitation and surface runoff north of  the study 
area as a result of  Hurricane Harvey, stream flow dis-
charge to the study area (i.e., from Oso Creek) and 
precipitation were relatively low compared to other 
events that year (Figure 3A). Water levels in Corpus 
Christi Bay, on the other hand, changed significantly 
during and after hurricane landfall, falling approxi-
mately 0.1 meters below the Mean Lower Low Water 
Level (MLLW) during landfall, hovering around the 
MLLW for a time, and falling again to 0.2 meters 
below the MLLW on September 30, the day of  the 
first post-hurricane sample (Figure 3A). Water level 
eventually recovered to Average Sea Level (ASL) but 
dropped again (not as severely) before recovering.
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Figure 3. (A) Water level and salinity and (B) 
nitrogen nutrients (ammonium, nitrate, and dis-
solved organic nitrogen) over time. Vertical bars 
correspond to Hurricane Harvey prelandfall 
(blue) and PCA clusters (see Figure 5): yellow 
bars are hydrologic pull, purple bars are benthic, 
green bars normal conditions.

Figure 4. Oso Creek water discharge and pre-
cipitation at study area along with maximum 
precipitation recorded for Hurricane Harvey 
(152 cm near Nederland, Texas) (National Hur-
ricane Center).

3.2 NUTRIENT CONCENTRATIONS
	 DON concentrations initially decreased 
as Hurricane Harvey made landfall and dropped 
further when the water level decreased again, 
while NO3 levels initially rose immediately af-
ter landfall (Figure 3B). However, both NO3 and 
DON fluctuated in a similar manner up to 10 
days after the landfall and remain at the lowest 
end for the following 3 weeks. A reduced form of  
nitrogen, NH4, initially rose with NO3 as Hurri-
cane Harvey made landfall and water levels de-
creased by ⁓0.5 m.NH4 was observed to decrease 
again with other observed drops in water levels, 
like DON and NO3. However, daily fluctuations 
in NH4 showed a reverse trend to those of  NO3 
and DON (Figure 3B). 

3.3 DOM MOLECULAR CHARACTERIZA-
TION
	 For the samples, a total of  1,649 unique 
compounds were detected by the UPLC-OTFTMS, 
of  which 1249 (75.9%) were assigned formulas. The 
assigned formulas were primarily CHO (38.7%), 
CHON (38.6%), and CHOS (7.7%) with the re-
maining being N- and Scontaining heteroatoms 
(7.0%) and CHOP (3.3%). From these, the PCA 
identified significant variance amongst the days of  
sampling. PCA analysis revealed a significant dif-
ference in the DOM composition between samples 
collected before and after hurricane landfall, as well 
as throughout post-Harvey time series (days 4-14 af-
ter landfall). Variation analyses reveal a separation 
of  pre- and post-hurricane samples based on their 
molecular characteristics.  Samples days 4-14, after 
hurricane landfall, clustered in three groups: cluster 
1: days 4, 5, 6, 10, and 22, cluster 2: days 7, 8, 9, and 
11, and cluster 3: days 12, 13, 14, 28, and 35.

An evaluation of  the relationship between nu-
trient concentration and hydrologic parameters 
indicates that an increase in water levels leads to 
higher NH4 and DON levels (Table 1). In addi-
tion, DON levels increase with salinity.
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Figure 5. DOM compound classifications by 
pie chart and van Krevelen diagram (O/C vs 
H/C elemental ratios) for each PCA cluster (A, 
B, C, and D). Generalized compound class re-
gions for van Krevelen diagrams are defined by 
the boxes: CRAM/lignin (black), lipids (green), 
protein (solid blue), amino sugars (dashed blue), 
carbohydrate (orange), tannins (dark red), con-
densed hydrocarbons (solid pink), unsaturated 
carbon (dashed pink).

The PCA scores for the pre-hurricane samples 
and each cluster of  the post-hurricane samples 
were correlated to the specific DOM formulas 
that contributed to the clustering. The prehurri-
cane cluster was highly characterized by organic 
compounds containing nitrogen (80%), which 
is typical of  marine environments (Figure 5A). 
Cluster 1 was especially dominated by CHO 
(53%) and depleted of  nitrogen compounds 
in comparison to the other clusters of  samples 
(Figure 5B). Additionally, plotting on the van 
Krevelen Diagram revealed lower H/C ratios 
and higher proportions of  lignins and tannins. 
Tannins were present only in thiscluster. Terres-
trial DOM, which includes  tannins and lignins, 
is characterized by more aromatic compounds 
and a greater CHO composition. Cluster 2 was 
highly characterized by nitrogen containing or-
ganic compounds (72%), including compounds 
with higher H/C ratios (Figure 5C), while cluster 
3 was characterized by a mix of  nitrogen con-
taining compounds and CHO (50% and 42%, 
respectively) (Figure 5D). Cluster 2 shared a sim-
ilar DOM composition with the prehurricane 
samples. While a larger number of  compounds 
were found pre-hurricane, cluster 2 had more 
than twice the number (Figure 5 A, B).

4. Discussion
	 Results of  PCA analysis and correlation 
with DOM composition indicate significant mo-
bilization of  terrestrial DOM during Hurricane 
Harvey. Studies have found similar results show-
ing that hurricanes and storms mobilize and ex-
port terrigenous DOM towards coasts; however, 
for many of  these studies, stream flow was found 
to be the major source of  terrestrial DOM to 
marine waters during storm events, normally as 
a result of  increased precipitation and run-off 
(Chen et al., 2019; Inamdar et al., 2011; Lu & 
Liu, 2019). For instance, Lu and Liu (2019) ex-
amined rivers not far north of  Corpus Christi 
Bay and identified results consistent with these 
expectations. 
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Although Hurricane Harvey brought signif-
icant amounts of  precipitation over coastal 
Texas, stream flow discharge was relatively low 
compared to other events that year (Figure 3A). 
However, water levels in the bay changed signifi-
cantly. Cross-referencing of  samples with wa-
ter level data revealed that cluster 1, the most 
samples with the greatest terrestrial signature, 
correlated with decreases in water level, while 
cluster 2, the more nitrogenous samples, cor-
related with overall rising water level. Cluster 3, 
the more mixedncompound set of  samples, cor-
related with the return to average mean sea level 
(MSL). The decreases in sea level are account-
ed for by the hurricane path. Hurricane Harvey 
made landfall north of  the study area, placing 
the study area on the south western side of  the 
hurricane, where winds pushing offshore pulled 
water bayward and drove sea level down. This 
is resulted in a rare phenomenon often known 
as negative or, reverse, storm surge. The unique 
path of  Hurricane Harvey, with its stalling near 
Houston and returning to the Gulf  of  Mexico 
before making an additional final landfall, led 
to further impacts on local sea level (Figures 2, 
3A). Although no groundwater level measure-
ments are available during this time, the DOM 
molecular characterization and nutrient concen-
tration data suggest that an expected increase in 
the hydraulic gradient between the marine envi-
ronment and terrestrial groundwater, driven by 
sudden drops in sea level, may be
responsible for influx of  groundwater and ter-
restrial (CHO) compounds to the marineenvi-
ronment (Figure 6). There are a large number 
of  studies that have shown sea level and tidal 
changes have the ability to influence subma-
rine groundwater discharge on both short-term 
and long-term scales, causing tidal pumping of  
groundwater into sea water (Kim & Hwang, 
2002; Taniguchi & Iwakawa, 2004). Ongoing 
studies confirm rapid responses in groundwater 
levels to tidal changes near the sampling site of  
this study. 

The progressive rise in sea level poststorm al-
lowed recirculation of  nearshore sediments, 
which resulted in a benthic flux of  trapped ni-
trogenous organic compounds in porewater, sim-
ilar to pre-storm conditions (Figure 6.). Recall 
the similarity in terms of  compositions of  sig-
nificant compounds for both the prestorm and 
cluster 2 samples (Figure 5). Similarly, Dixon et 
al. (2014) identified evidence of  benthic resus-
pension events of  degraded, planktonic organic 
matter in an estuary during increased windspeed 
and shifts in wind direction.

 
Figure 6. Conceptual model of  changes in 
DOM and hydrologic system during and outside 
of  Hurricane Harvey.
	 Nutrient concentration also supports this 
interpretation of  the DOM inputs. Nitrogen 
nutrients overall decreased after day 4, with the 
greatest drop (including all forms of  nitrogen 
measured) being associated with Cluster 1. The 
decrease in salinity on day 8 (September 6) with 
an increase in DON, followed by an increase of  
NH4 the following day, could have potentially 
been caused by photooxidation of  DON, which re-
leases NH4 (Mesfioui et al., 2015). 
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This occurred during the gradual resuspension 
of  nearshore sediments reflected in Cluster 2 as 
tides recovered to normal levels. A large peak in 
NO3 concentrations on day 10 (September 8) 
following a salinity spike indicates possible dis-
charge of  saline groundwater (common found 
in the surrounding area). Although, generally, 
the water level was recovering to mean sea level, 
some fluctuation occurred during this time, with 
smaller drops and a prolonged return to higher 
diurnal water levels. Statistical correlation anal-
ysis supports this, with NH4 concentrations be-
ing significantly correlated to average daily wate 
levels and DON being significantly correlated to 
salinity.

5. Conclusion
	 This study identified a change in DOM 
composition due to hydrologic disturbance 
caused by Hurricane Harvey. Molecular compo-
sition and nutrient data varied both according 
to pre- and post-storm event and in correlation 
with changing water levels. Hurricane Har-
vey enhanced the tidal pumping mechanism 
through drops in sea level and steepening of  the 
hydraulic gradient between the water table and 
marine system. This led to an influx of  more ter-
restrial CHO-rich compounds into the marine 
system, and release of  sediment-trapped CHON 
compounds through recirculation caused by 
wind-driven turbulence. These results add to the 
growing number of  studies that have found tidal 
forcing significant to groundwater discharge and 
nutrient transport and transformation. Extreme 
events, including hurricanes, have the ability 
to impact biogeochemical cycles in estuarine 
areas in a number of  ways, including changes 
of  DOM sources and transformations. The ex-
pected increase in occurrence and intensity of  
storms and hurricanes as well as changes in lo-
cal hydrology is expected to become a significant 
driver of  DOM dynamics and thus, estuarine 
biogeochemistry.
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Farmer’s Walk 
Electromyographical 
Data and its 
Relation to 
Muscular Soreness

By: Eduardo A. Luna

For both variations, the participants were asked to com-
plete ten repetitions of  20-meter walks while EMG am-
plitudes were recorded and VPMS questionnaires were 
completed prior to experimental procedures, immediately 
post, and 24-, 48-, and 72-hours post exercise. Pear-
son product correlations and linear regression models were 
used to investigate the possible relationship between peak 
EMG amplitudes and perceived muscular soreness. RE-
SULTS: There was a difference between FW and NW 
(Control) peak EMG muscle amplitude (465. 4 ± 83.5 
vs 134.8 ± 11.91; p = <.0001). No difference was 
found between the mean peak EMG amplitude in the mus-
cle groups recorded during the FW condition (p = .5). No 
differences were found between VPMS measures between 
FW and NW conditions (p = > .05). No correlational 
relationship was found between any of  local VPMS mus-
cle soreness measures (IP-72 h) and peak EMG mus-
cle amplitude (p = >.05) during the FW and were also 
found to be the sorest but were still reported averagely as 
only minimally sore (2.75 ± 1.1). CONCLUSION: 
The results of  this study suggest that EMG peak ampli-
tudes recorded during a FW bout do not relate to reported 
post-exercise delayed onset muscle soreness (DOMS) and 
would not be a good predictor of  perceived muscular sore-
ness post-FW.

Abstract

Currently, no studies have been done to examine if  a re-
lationship exists between Electromyography (EMG) am-
plitudes and perceived muscular soreness. PURPOSE: 
The purpose of  this study is to investigate if  a correla-
tional relationship between EMG amplitudes measured 
during Farmer’s Walk (FW) bouts and perceived mus-
cular soreness exists. METHODS: Five participants 
(mean age 23.72 ± 0.85) were tested to obtain both 
EMG amplitudes and visually perceived muscle soreness 
(VPMS) measures while completing a normal walk and 
FW exercise.
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Introduction
	 Electromyography (EMG) has been 
proven as a scientifically valid way of  quantify-
ing the amount of  muscular activation at a giv-
en time. However, despite its validity and grow-
ing use, there have been no studies that have 
examined if  the amount of  muscular activation 
determined by EMG analysis correlates with 
perceived muscular soreness or delayed onset 
muscle soreness (DOMS). This study will aim to 
examine if  there is any potential relationship.
	 In recent years, investigations of  strong-
man training have been on the rise. This type of  
training has been noted for its unique demand 
that it places on the body to complete the giv-
en task. Some of  the unique demands that this 
type of  training requires is the stabilization of  
heavy loads while walking, force production in 
the horizontal plane, and short intense bouts of  
physical exertion (Keogh et al., 2010; McGill at 
al., 2009; Winwood et al., 2014; Winwood et 
al. 2015; Woulfe et al., 2014; Zemke & Wright, 
2011). Most of  these studies were examining 
this style of  training because it showed prom-
ise of  developing better training adaptations 
that are thought to also be more transferable 
to sport-specific settings. These findings made 
strongman training and more specifically the 
Farmer’s Walk (FW) appear to be well suited 
to create an optimal testing situation for use in 
this study. However, it is unknown if  this typi-
cal strongman exercise could be utilized by the 
general population due to its multifactorial de-
mands.
	 EMG is an instrument that has been used 
to assess neuromuscular electrical activity, and is 
an experimental technique that focuses on the 
development, recording and analysis of  muscle 
“electric signals” or myoelectricity. Myoelectric 
signals are formed by physiological variations 
in the state of  muscle fiber membranes. Addi-
tionally, EMG directly assesses the myoelectrical 
activity of  muscles during postural tasks, func-
tional movements, work conditions and exercise 
training protocols (Konrad, 2006).

It has been reported that EMG myoelectrical 
activity and force values approach a “quasi-lin-
ear” relationship, yet there is much variability 
between populations. Untrained individuals 
may express higher levels of  EMG activity while 
exerting the same amount of  force exerted by 
someone who is trained (Lawrence & DeLuca, 
1983). Additionally, there is variability between 
muscle groups and there inherent myoelectrical 
activity and force potential. Essentially, mus-
cle groups with mainly one fiber type tend to 
have a more linear relationship between force 
exerted and myoelectrical activity. In muscles 
of  a mixed muscle fiber type (Type I and Type 
II fibers), the relationship appears to be more 
curvilinear (Criswell, 2010). Currently, there is 
limited research assessing myoelectrical activity 
during the FW and the peak myoelectrical activ-
ity. The combination of  its uncommon strength 
demands and high intensity may produce high 
EMG amplitudes and lead to muscular sore-
ness, which may dissuade the use of  this mode 
of  exercise by the general population.
	 Delayed onset muscle soreness (DOMS) 
has been described and classified as a type I 
muscle strain that is often accompanied by stiff-
ness or tenderness with touch or movement 
(Cheung et al., 2003). DOMS has been known 
to be caused by unfamiliar and high-force mus-
cular work and more specifically eccentric forces 
(Cheung et al., 2003). The FW may produce all 
these factors that are attributed to the develop-
ment of  DOMS due to its unique demands such 
as force production in the horizontal direction, 
muscle recruitment patterns, and stabilization 
requirements (Keogh et al., 2010; McGill at 
al., 2009; Winwood et al., 2014; Winwood et 
al. 2015; Woulfe et al., 2014; Zemke & Wright, 
2011). The purpose of  this study is to investi-
gate if  a relationship exists between peak EMG 
amplitudes recorded during FW bouts and per-
ceived muscle soreness.
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Methodology
Participants
	 The participant population consisted of  
five subjects (n=5), two of  whom were males and 
the remaining three were females. The average 
age was 23.72 ± 0.85 years, average height was 
168.6 ± 6.21 cm, the average weight was 88.74 
± 14.68 kg. All participants were self-reported 
as healthy and not having any conditions that 
could hinder their performance. Additionally, 
the participants were unaccustomed to the FW 
exercise.

Instrumentation
	 This study utilized Surface EMG (DTS 
EMG, Noraxon U.S.A. Inc., Scottsdale, AZ) to 
record the myoelectrical activity of  the muscles 
under examination. Disposable, self-adhesive 
Ag–AgCl pre-gelled disc electrodes (HEX Dual 
Electrodes, Noraxon U.S.A. Inc., Scottsdale, 
AZ) were placed on the muscles selected for 
examination. Signals obtained from these elec-
trodes were sampled at 1500 Hz then filtered 
and normalized to have peak and mean ampli-
tudes calculated by myoMUSCLE software (my-
oMUSCLE, Noraxon U.S.A. Inc., Scottsdale, 
AZ). This study also utilized a visually perceived 
muscle soreness (VPMS) questionnaire that uses 
a visual analog scale (VAS) to select a response. 
The VAS was formatted as a left-to-right slide 
bar that only allowed whole number answers. 
The VAS was numbered 0 (no soreness) to 10 
(maximal soreness) (Fitzgerald et al., 1991; Lau 
et al., 2013; Yakut et al., 2003).

Procedures
Initial session
	 All methods and procedures were ap-
proved by the Texas A&M University-Corpus 
Christi Institutional Review Board (IRB) prior 
to initial sessions and any data collection.

Qualified participants started with the initial 
session where they were provided with detailed 
information about the study and what their com-
mitment would be if  they decide to continue par-
ticipating in the study. Once informed consent 
was obtained, the participant completed a health 
history questionnaire which was reviewed for any 
information that would have made it unsafe for 
the participant to continue in the study. If  there 
were no issues with the provided information, 
then the participant proceeded to have height, 
weight, and body composition measures record-
ed. The height and weight were recorded via a 
stadiometer and digital scale (SECA model 769, 
Hamburg, Germany), and their body composi-
tion was recorded via dual X-ray absorptiometry 
(General Electric iDXA). After these measures, 
the participant then performed a five-minute 
warm-up on a treadmill before their deadlift one 
repetition maximum (1RM) testing. The 1RM 
deadlift testing was performed with a high-han-
dled hex-bar. After the 1RM deadlift was collect-
ed, the data collection days were scheduled for 
the following two weeks. The second data col-
lection day was to be at least one week after the 
initial session to ensure proper rest and recovery.

Experimental Procedures
	 Both session two and three occurred with-
in two consecutive weeks to ensure proper rest 
and recovery was achieved between sessions. In 
these two sessions, the participants either per-
formed a FW or an unloaded walk. This was de-
termined randomly for each participant on the 
day of  their second session. During both proto-
cols, the participants started by answering a visu-
ally perceived muscle soreness (VPMS) question-
naire related to the involved musculature. The 
questions were answered using a visual analog 
scale (VAS) which consisted of  a left-to-right slide 
bar in single increments from 0 (no soreness) to 
10 (maximal soreness) (Yakut et al., 2003).
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	 Next, the protocol for surface electromy-
ography (sEMG) (DTS EMG, Noraxon U.S.A. 
Inc., Scottsdale, AZ) began. The participant had 
disposable, self-adhesive Ag–AgCl pre-gelled 
disc electrodes (HEX Dual Electrodes, Norax-
on U.S.A. Inc., Scottsdale, AZ) placed on the 
following locations: erector spinae (ES), biceps 
brachii (BB), upper trapezius (UT), lower tra-
pezius (LT), and the C7 bony prominence (C). 
Once all the sensors were in place and verified 
to be transmitting signals, the participant was 
taken through the maximal voluntary isometric 
contraction (MVIC) protocol. The MVIC pro-
tocol consisted of  three sets of  contractions for 
each specific muscle group against an immov-
able force (Bigland-Ritchie, 1981). The EMG 
signals were recorded only while contractions 
were occurring and paused in between each ef-
fort. Once this was completed, the participant 
then performed a five-minute dynamic warm-
up on a treadmill. Upon completion of  their 
warm-up, they began either the FW protocol or 
the unloaded walk protocol.
	 The FW protocol consisted of  ten walks 
of  20-meters (Winwood et al., 2014) while carry-
ing a high-handled hex-bar loaded with 75% of  
the participant’s 1RM deadlift (ACSM, 2009). 
The unloaded walk protocol also consisted of  
ten walks of  20-meters; however, this did not in-
volve any load for the participant to carry. For 
both protocols, the participant was asked to sit 
in a chair and rest for 30 seconds after the odd 
repetitions (e.g. 1,3,5,7,9) and 120 seconds on 
the even repetitions (e.g. 2,4,6,8,10). EMG data 
was only recorded during the walking bouts and 
was started after the participant lifted the load 
and was stable for the loaded walks. The EMG 
recording was also stopped as the participants 
crossed the 20-meter mark for each walk. After 
the tenth walk for both protocols, the partici-
pant was asked to fill out another VPMS ques-
tionnaire. 

Then the participant had the EMG sensors 
removed and then completed the final VPMS 
questionnaire for the session. Once the question-
naire was completed, the session was also com-
pleted. The end-time of  the session was noted, 
and the participant was asked to attend recovery 
sessions for the next three days (24-, 48-, 72-h) 
at the noted time. Each of  the three recovery 
sessions consisted of  the participant completing 
the VPMS questionnaire.

Electromyography
	 The placement of  these electrodes was 
determined by the standardized process that 
follows. The ES location protocol was to place 
it two finger widths laterally from the spinous 
process of  the first lumbar vertebra. The BB 
location protocol was to measure the distance 
from the acromion process to the fossa cubital 
and placed the electrode 1/3 the distance from 
the fossa cubital. The UT location protocol was 
to place the electrode at the 50% point between 
the C7 bony prominence and the acromion pro-
cess. The LT placement protocol was to place 
the electrode at 2/3 the distance from the trigo-
num spinae to the eighth thoracic vertebra. The 
protocol for the C7 electrode placement was to 
place it directly on the bony prominence of  the 
seventh cervical vertebra. Each electrode was 
placed in the most inline direction with individ-
ual muscle fibers. The skin on and around the 
placement sites was shaved if  the participant 
had any excess hair, abraded using a towel, and 
cleaned using isopropyl alcohol and allowed to 
dry prior to any sensor placement. (Konrad, 
2006). All raw EMG signals were sampled at 
1500Hz then filtered. This was done to ensure 
that peak and mean amplitudes were obtained 
while utilizing myoMUSCLE software (myo-
MUSCLE, Noraxon U.S.A. Inc., Scottsdale, 
AZ) during MVIC recording and recording of  
experimental bouts.
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Experimental Design and Statistics
SPSS (v26) was used for statistical analyses, with 
an alpha level of  p= < 0.05 used for all statis-
tical tests. Data are presented within the results 
as Mean ± SEM. A 2 (condition) x 6 (time) 
RMANOVA was used to evaluate changes in 
reported muscular soreness (VPMS) across time 
between the two conditions and between peak 
EMG amplitude. A one-way ANOVA was used 
to assess differences between peak EMG ampli-
tude between muscle groups assessed. Finally, 
a Pearson Product correlation coefficient anal-
ysis was performed to examine relationships 
between EMG peak values for the UT, LT, ES, 
and BB and reported VPMS values. Figures 
were fabricated using GraphPad Prism (version 
8.0.0 for Mac, GraphPad Software, San Diego, 
California USA,
www.graphpad.com).

Results
Participant Information
	 The participants in this study had an ab-
solute 1RM deadlift of  120.9 ± 14.70 kg and a 
75% 1RM of  90.82 ± 10.98. Other character-
istics of  the participants are below in Table 1.

Table 1: Participant Characteristics

   

Figure 1: (Mean ± SEM) sEMG Peak Ampli-
tude: A. The mean peak amplitude during the FW 
was assessed and showed had a greater average mV 
(465.4 ± 83.5) compared to the NW (134.8 ± 11.91) 
condition (p = <.0001). B. During the FW, no differ-
ences were found between mean peak amplitudes 
and muscle groups (p = .54).
Peak EMG amplitude
	 Average peak muscle amplitude was used 
over percent MVIC amplitude because percent 
MVIC measures in this study were found to be 
questionable. This was thought to be due to an inef-
fective MVIC protocol that resulted in poor MVIC 
measures. It was found that all the examined muscles 
had higher average peak muscle amplitudes during 
the FW bouts when compared to the unloaded 
walking bouts. The muscles with the highest average 
peak amplitudes during the FW bouts were the ES 
and BB. For more information on the average peak 
muscle amplitude see Table 2 below.

Texas A&M University-Corpus Christi 59



2020 Texas A&M University-Corpus Christi McNair Scholars Journal

VPMS
	 The VPMS findings were lower than expected for the FW bouts and this means that the 75% 1RM 
load for the FW was not enough to cause significant muscular soreness in the participants. The soreness that 
was indicated by the VPMS data indicated that the participants primarily experienced the most soreness 24 
hours after the FW bout but this was only mild soreness. It was also found that the participants found their 
arms and lower back to be the most sore and these areas peaked in soreness 24 hours after the FW bout. For 
a graphical representation of  the VPMS data see Figure 2.

Figure 2 (Mean ± SEM) VPMS Measures: Assessing the effect of  the FW on VPMS measures no dif-
ferences were found (conidition x time). A. Arms, no difference found (p = .18); B. Upper Back, there was 
an interaction (p = .004); no differences between condition (p = .06); C. Lower Back no differences found (p 
= .29); D. Overall, a interation was found (p = .02); no differences were found between condition (p = .06). 
Prior to experimental sessions (Pre); Immidiatly post-experimental session (IP); 24-hour recovery session (24-
h); 48-hour recovery session (48-h; 72-hour recovery session (72-h).
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Peak EMG Amplitude & VPMS
	 Pearson r correlation coefficient was 
conducted using the peak amplitude for all rep-
etitions of  the FW by the VPMS data for IP, 
24-, 48-, and 72-h post-FW bouts. 

There was no correlation found between peak 
EMG amplitude and VPMS measures IP, 24-, 
48-, and 72-h post-FW in any muscle group as-
sessed (See Figure 2).

Figure 2: EMG & VPMS Pearson Correlation Coefficient: Comparing local muscular sore-
ness (VPMS) IP-72 h FW exercise. No correlation was found between A. Arms VPMS and Bicep 
Brachii Peak Ampltiude (r = .01; p = .62); B. Lower Back VPMS and Erector Spinae Peak Ampli-
tude (r = .03; p = .40), C. Upper Body VPMS and Upper Body Peak Amplitude (all four Upper 
Body EMG locations) (r = .03; p = .4), D. Upper Back VPMS and Upper Trapezius Peak Ampli-
tude (r = .03; p = .4), and E. Overall VPMS (whole body) and Upper Body Peak Amplitude (all 
four Upper Body EMG locations) (r = .005; p = .7). Prior to experimental sessions (Pre); Immidiatly 
post-experimental session (IP); 24 hour recovery session (24-h); 48-hour recovery session (48-h; 72-
hour recovery session (72 h).
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Discussion
	 The finding for the primary focus of  
this study was that no correlation was found 
between peak EMG amplitude and muscular 
soreness after the FW exercise. This implies that 
peak EMG amplitude during a FW may not be 
a good indicator of  levels of  muscular soreness 
after the exercise bouts.
	 Peak EMG amplitudes were found to be 
highest in the BB and ES muscles during the 
FW bouts, these muscles were also found to be 
the “most sore” but this was still deemed min-
imally sore by the VPMS questionnaire. The 
highest average score for VPMS was found 24 
h post-FW in the overall category (2.75 ± 1.1 
out of  10). This may be due to the overestima-
tion of  muscle force production due to the in-
fluence of  fatigue Dideriksen et al. (2010) found 
that surface EMG amplitude may overestimate 
muscle force when fatigue was present. So, this 
refutes the idea that EMG amplitudes may be 
good predictors of  muscular soreness especial-
ly when fatigue may be present and thus also 
refutes the idea that EMG amplitudes may be 
good predictors of  perceived muscular soreness. 
	 It must be noted that there are several lim-
itations to this study that could have influenced 
the outcomes of  this study. First, the low num-
ber of  participants, which was due to closure of  
the laboratory following new university policies 
because of  the presence of  a global COVID-19 
pandemic limited the ability to obtain a greater 
sample size. Another limitation could have been 
the difference in training levels of  the partici-
pants which could have affected their suscepti-
bility to fatigue during the FW bouts. Another 
notable issue is that the peak muscle amplitude 
may be variable between participants and a 
more accurate representation would be normal-
ized peak amplitude to peak maximal voluntary 
isometric contraction (MVIC) (Bigland-Ritchie, 
1981; Konrad, 2006). 

However, we found error (i.e. ~2000 % of  
MVIC) in our MVIC protocol where the as-
sumed peak muscle amplitude during MVIC 
testing may not have been a true representation 
of  the maximal amplitude the participant may 
have been able to produce. Due to the lack of  
normalization, our peak amplitude data may 
be further influenced by variability. It has been 
suggested that variability may be ~25% from 
the mean (Criswell, 2010). Further research on 
this topic should incorporate a way to measure 
muscular force alongside the use of  EMG tech-
nology and should utilize a larger sample size. 
Additionally, other methods should be used to 
properly assess MVIC to normalize EMG am-
plitude data to properly express and compare.
Conclusion
	 In conclusion, this investigation pro-
duced results indicating that there was a dif-
ference between FW and NW (Control) peak 
EMG muscle amplitude. But there was no cor-
relational relationship found between any local 
VPMS muscle soreness measures (IP-72 h) and 
peak EMG muscle amplitude. This suggests that 
peak EMG amplitudes do not relate to post-ex-
ercise muscle soreness and would not be a good 
predictor of  perceived muscular soreness post 
FW. These results may have been influenced by 
the limitations to the study referred to previous-
ly, due to these limitations further investigation 
may be warranted to better investigate this top-
ic.
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Abstract
Interactions between groundwater and surface water occur 
at a range of  spatial and temporal scales and are highly 
variable depending on meteorological, fluvial, geological, 
and anthropogenic processes. Submarine groundwater 
discharge (SGD) may constitute an ecologically signifi-
cant source of  nutrients, heavy metals, radionuclides, and 
organic compounds originating from aquifers or bottom 
sediment which contribute to surface water quality degra-
dation. Thus, an improved understanding of  SGD rates 
into coastal systems and corresponding groundwater sol-
ute fluxes is necessary to develop comprehensive biogeo-
chemical budgets and management practices. Quantifica-
tion of  groundwater fluxes is difficult due to the inherent 
logistical complications of  measuring a dispersed flux of  
water and the significant spatial and temporal heteroge-
neity of  groundwater inputs. 

Commonly used geochemical tracer mass balances, like 
those of  radium (Ra) and radon (Rn), have varying spa-
tial and temporal integration scales and large estimation 
errors associated with endmember selection to consider in 
the final SGD estimates. This study seeks to evaluate the 
temporal changes in the radiogenic signature of  shallow 
groundwater that will help inform SGD mass balance 
estimates. This study indicates that radioactive isotope 
signatures vary by 1 to 3 orders of  magnitude and are 
not always correlated with changes in salinity. The most 
significant radioactive isotope activities response to chang-
es in salinity radium were found in the marine island 
environment in the deeper formation which is in direct 
hydrogeologic connection with Corpus Christi Bay. In the 
river flood plain environment, radioactive tracer activi-
ties show different responses to climatic conditions and 
relationship to surface water bodies for the two locations. 
Thus, since groundwater characteristics of  tracer isotopes 
are observed to change monthly with magnitudes that 
differ among environments, SGD mass balances should 
carefully consider a variable groundwater endmember.

Temporal Changes in the 
Radiogenic Signature of 
Shallow Groundwater and 
its Potential 
Implications in the SGD 
Estimates in a Semiarid 
Area

by: Loren Walker
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Introduction
	 The discharge of  groundwaters to coast-
al waters is of  significant environmental impor-
tance. Groundwater supplies much of  the water 
used for human consumption in the U.S. (Dieter 
et al., 2015), and it is now identified as a signif-
icant source of  nutrient to surface waters. Ex-
cess nutrient inputs from groundwater could re-
sult in ecological impacts such as harmful algal 
blooms, which lead to anoxic waters that harm 
aquatic life. Although, changes in the chemis-
try of  surface waters such as decreasing salinity 
due to fresh groundwater inputs have positive 
effects on the ecosystem health like oyster reefs, 
the timing and location of  some nutrient-reach 
inputs may have adverse impacts on the health 
of  estuaries.
	 Fluxes of  nutrients and other solutes 
from submarine groundwater discharge (SGD) 
have been studied extensively to determine 
their importance within that nutrient/trac-
er’s inventory and the overall effect on ecosys-
tem health (Burnett, et al., 2008; Buesseler, et 
al., 1999; Cho, et al., 2016). To estimate SGD, 
studies have employed a variety of  techniques 
among which are the use of  radiogenic isotopes 
like radon and radium. For geochemical trac-
er studies, to determine the advective fluxes of  
groundwater and the associated solute inputs, 
a groundwater endmember must be identified. 
The location of  the endmember is usually eval-
uated based on the direction/path of  ground-
water flow in relation to the surface water body. 
However, near the coast, interactions between 
surface water and groundwater become more 
convoluted and selection of  an appropriate end-
member becomes difficult. For instance, subsur-
face heterogeneity can cause spatial differences 
in aquifer recharge, seawater recirculation, and 
SGD rates. In addition, tidal pumping induced 
exchange between groundwater and surface 
water with no net loss/gain of  water may cause 
changes in the water chemistry within the near-
by aquifer, subterranean estuary and porewater.

As a result of  changes in salinity or redox con-
ditions, activities of  radium and nutrients could 
vary both spatially and temporally. For instance, 
saline waters entering fresh aquifers are expect-
ed to cause significant radium desorption and 
increase in activities and may induce biogeo-
chemical changes (Burnett and Dulaiova, 2003). 
Thus, the assumption of  a constant endmember 
could misrepresent the true flux of  SGD and as-
sociated solute fluxes. 
	 This study is the first to our knowledge to 
monitor monthly changes in geochemical char-
acteristics of  shallow groundwater for over a 
year. Hydrologic parameters and water samples 
have been collected monthly from two locations: 
Ward Island, by the University Beach and along 
downstream Nueces River. Hydroparameters 
included groundwater levels, salinity, dissolved 
oxygen, and pH. Samples were analyzed for ra-
don (222Rn) and radium (223Ra, 224Ra, and 
226Ra). The results of  this study may serve as a 
starting point for constraining temporal changes 
of  groundwater endmembers and implications 
on estimates of  SGD and solute fluxes.

Background

	 Groundwater, which collects in the subsur-
face within the pore spaces and fractures of  soil, 
sediments or rock materials, is a major source of  
freshwater around the world. (U.S. Geological Sur-
vey, n.d. -a). Groundwater levels, in particular in un-
confined shallow aquifers, fluctuate both seasonally 
and annually as a result of  hydroclimatic conditions 
(e.g., precipitation and aquifer recharge) and human 
activity (e.g., pumping, channels, etc.) (Yan et al., 
2015). Wherever there is a hydrologic connection 
between an aquifer, or the water producing geolog-
ic formation, and surface water bodies, groundwa-
ter-surface water interaction occurs. For instance, 
unconfined or water table aquifers are generally in 
direct connection with rivers and streams, yet estu-
aries and groundwater discharge occur at different 
rates. 
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Human activities may halt, increase, or decrease 
the flow of  groundwater to the sea by altering 
the hydrologic gradient, the change in water 
level between groundwater and surface water. 
Locally, natural hydraulic gradients can also be 
altered by heterogenous subsurface sediments 
and structural differences (U.S. Geological Sur-
vey, 2016).
	 Naturally occurring geochemical tracers 
are used as indicators of  groundwater move-
ment and for quantification of  groundwater 
discharge rates to surface water bodies. Radio-
active elements of  uranium and thorium, for 
instance, are naturally occurring in some rocks 
and soils, and are eventually introduced into 
groundwater through water-rock interaction 
reactions. Within their decay chains are the un-
stable, metallic isotopes 224Ra, 223Ra, 226Ra, 
in order of  least to greatest half-life (3.6 and 
11.4 days and 1,600 years), as well as the short-
lived, gaseous isotope 222Rn (3.8 days). These 
daughter products enter surface waters gener-
ally via groundwater discharge, thus enable ob-
servation of  changes in subterranean terrestrial 
and recirculated (seawater) inputs. When using 
radium tracers to observe groundwater move-
ment, other parameters such as salinity, pH, 
and redox characteristics have to be observed, 
as these greatly affect radium solubility in water 
and desorption from sediments. For instance, 
salinities of  approximately 20 ppm (parts per 
million – 1 milligram of  TDS per liter of  water) 
result in the highest levels of  radium desorption 
from sediments, increasing their activities in the 
water. At salinities less than 10 ppm, radium 
tends to bind to sediments because of  chemical 
bonding, decreasing water activities (Webster 
et al., 1995). Higher pH values (indicating al-
kaline waters) are associated with lower radium 
activities and vice versa, thus high salinities and 
more acidic conditions are ideal for radium de-
sorption (Vienna: International Atomic Energy 
Agency, 2014).

Groundwater in general has low salinities and 
moderate pH (5.5 to 9) while rivers and lakes 
typically have neutral pH levels and low salin-
ities and estuaries have neutral pH and higher 
salinities (USGS.gov). While more saline waters 
such as seawater, bays, and estuaries are likely to 
have higher rates of  desorption, they are deplet-
ed in radium unless groundwater inputs exist 
(The Water Quality Association, 2013).

Methods
Study Area 
	 Water samples were collected on a month-
ly basis beginning with June 2018 until Decem-
ber 2019 at three locations from piezometer 
pairs consisting of  one shallow and one deeper 
monitoring well. Sampling locations are within 
the Beaumont Formation, a Quaternary alluvial 
deposit composed of  silty clay. The Beaumont 
Formation is characterized by alluvial and ma-
rine sediments deposited under fluctuating sea 
levels. The area is low relief  and soils are well 
developed (National Cooperative Soil Survey, 
2010). Predominant are clayey soils, which ex-
perience significant shrink and swell associated 
with changes in water saturation (precipitation) 
and climate conditions (Ito, 2010).

Two of  the three locations are within the Nuec-
es River flood plain, Hazel Bazemore Park (Fig-
ure 1), just to the east side of  Nueces River and 
in proximity to Corpus Christi Bay. The Nueces 
River Basin encompasses approximately 4.4 x 
1010 square meters within the southern part of  
Texas and drains into the Gulf  of  Mexico. One 
of  the piezometer pairs is meters inland of  the 
riverbank (W3 and W4) and the other is further 
inland in proximity to an evaporation pond (W1 
and W2). 
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 The former area is frequently inundated during 
wet periods and subsequently experiences peri-
ods of  extreme drying evidenced by the pres-
ence of  deep mud cracks. Piezometers W1 and 
W2 are 6.7 and 2.6 meters deep, respectively, 
while W3 and W4 are 3 and 7 m, respectively. 
These wells represent a fresh, riverine environ-
ment. The third pair of  piezometers is located 
~61 m from the Corpus Christi Bay shoreline, 
on University Beach, Ward Island. Denoted as 
DE for the deep well and SH for the shallow, 
these two wells reach a depth of  5.8 and 12.8 
meters respectively and represent a marine or 
island environment.

Data Collection and Processing
	 Groundwater depth was measured at 
each well using a pre-labeled “steel tape”. A Yel-
low Springs Instrument (YSI), a commonly used 
professional grade water quality meter, was used 
to measure field parameters such as pH, tem-
perature, pressure, dissolved oxygen and oxida-
tion reduction potential, specific conductance, 
and salinity before sample collection. 

Water was pumped through a flow-through cell 
connected to the YSI until readings stabilized. 
All sampling containers were previously steril-
ized using standard lab procedures and rinsed 
three times with the sample water prior to col-
lection. Bottles were overfilled with groundwa-
ter pumped through sterile tubing, capped, and 
placed on ice to prevent biogechemical changes 
or degassing.
	 Approximately 8 L of  sample was col-
lected from each well for radium measurements. 
In the laboratory, filtered samples were pro-
cessed through ~15g fluffed manganese dioxide, 
MnO2, impregnated acrylic fibers twice at a 
rate of  <1 L/min (Dimova et al., 2007; Kim et 
al., 2001). Mn-fibers were than rinsed with Ra-
free water, to eliminate salts or particulates, and 
then pressed to a water to fiber ratio of  0.3-1g 
(i.e., 20-30 g wet weight) (Sun and Torgersen, 
1998). The fibers were placed in gas-tight car-
tridges and tested for 223Ra and 224Ra on a Radi-
um Delayed Coincidence Counter (RaDeCC), 
which were done within three days of  collection 
(Moore, 2006).
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For 226Ra measurements, fibers were flushed 
with nitrogen gas and sealed for >21days to 
reach secular equilibrium before they were run 
on a RAD-7 with measurements corrected to a 
calibration curve determined from 5 standards.
	 Radon water samples are collected in 
250 mL glass bottles and measured using a 
Durridge RAD-7 radon-in-air monitor and 
the RAD AQUA accessory. The RAD AQUA 
is used to bring the radon concentration in a 
closed air loop into equilibrium with the radon 
concentration in a flow-through water supply. 
A detailed description of  RAD-7 capabilities 
and measurement principles can be found in 
(Burnett and Dulaiova, 2003). 
	 Data analyses was conducted using cross 
plots and time series graphs in addition to cor-
relation analyses.

Results and Discussion
	 Overall salinities in the riverbank and 
nearby evaporation pond wells ranged from 
2 to 27 ppt, with a mean of  9 ppt. Riverbank 
well salinities (Wells 3 and 4) did not exceed 10, 
while the evaporation pond well (Wells 1 and 
2) salinities were greater than 10, except for in 
January 2019 when salinities were ⁓3. Well 2, 
shallow, consistently had much higher salinities 
than all other wells. Values for pH ranged from 
5.6 to 8.9 with a mean of  6.95. No conclusive 
seasonal (monthly) trends were observed for 
pH in relation to precipitation volumes or ele-
vations.
	 Groundwater elevations ranged from 
0.69 meters to 3.35 meters overall. Water levels 
in the evaporation pond wells were more related 
than in the riverside wells, with correlation fac-
tors of  0.40 and 0.27 respectively. Evaporation 
pond wells (1 and 2) averaged a groundwater 
elevation of  1.61, while the shallow riverbank 
well (3) averaged 2.68 and its deep counterpart 
(4) averaged 2.91 meters. 

Groundwater levels in the deeper riverbank well 
are mostly consistent when compared to other 
three riverside wells. Water levels for all wells 
decreased following the heaviest precipitation 
event of  the sampling period except for Well 4. 

Changes in water level do not appear to be 

solely affected by local watershed precipitation 
nor did there appear to be a seasonal trend as-
sociated with changes in groundwater elevation 
(Figure 2). Activities of  223Ra ranged from 
89.5 disintegrations per minute per cubic meter 
(dpm/m3) to an 2,072 dpm/m3, with a mean 
of  484 dpm/m3. Activities of  224Ra ranged 
from 1,789 to 26,281 dpm/m3, with a mean of  
6,645 dpm/m3 (Figure 3). Radon ranged from 
370 to 511,470 dpm/m3 with a mean of  99,507 
dpm/m3 and a few outliers in the hundreds. 
Radon decreased signifantly from the previous 
year in all wells to an all time low at the end of  
the sampling period for Wells 1, 2, and 4; these 
were the outliers in the hundreds, while Well 3 
had ~12,000 dpm/m3 in the same time period.

Figure 2. Precipitation depths for the Nuec-
es estuary from April 2018 to October 2019 
(USC00417677), plotted with groundwater el-
evations (m above mean sea level) for the four 
riverside wells.
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Figure 3. 223Ra (A) and 224Ra (B) activities and 
salinity over time for the riverside wells.	
	 In the marine (island) environment wells, 
salinities ranged from 0.11 to 43.3 ppt overall, 
with a mean of  17.1 ppt. These wells are much 
deeper than the riverside wells, reaching a max-
imum depth of  12.8 meters compared to 6.7 for 
the riverside wells. Shallow well salinities were 
low, ranging from 0.16 to 11 ppt, with a mean 
of  4.3 ppt. Deep well salinities were significantly 
higher, ranging from 0.11 to 43.3 ppt, with a 
mean of  29.1 ppt. Values for pH ranged from 
6.3 to 7.5 overall, with a mean median of  6.9. 
There did not appear to be a seasonal trend, 
though the deep well had a higher average pH 
of  7.0 compared to 6.8 in the shallow well.

	 Groundwater elevations were similar 
for both the deep and shallow marine wells, 
ranging from 0.61 meters to 1.83. The shallow 
well saw higher groundwater elevations overall, 
with a mean of  1.1 meters. The deep well av-
eraged 0.93 meters. Groundwater elevations in 
the shallow well were highest in the fall months 
of  October and November, reaching the max-
imum of  1.83 meters. Groundwater elevations 
for the deep well were not as consistent but also 
saw their highest elevations in the months of  
October and November. There did not appear 
to be a trend associated with local precipitation.

Figure 4. Precipitation depths (mm) with 
groundwater elevations (m above mean sea lev-
el) for the marine environment wells (deep and 
shallow).
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Figure 5. 223Ra (A) and 224Ra (B) activities and sa-
linity for the deep and shallow marine/island envi-
ronments
	 Lower radium and radon activities were 
measured in the island environment, despite 
of  higher salinities overall. Activities of  223Ra 
ranged between 5 to 2,524 dpm/m3, with 
a mean of  520 dpm/m3. Activities of  224Ra 
ranged from 4.6 to 2,524 dpm/m3, with a mean 
of  3,427 dpm/m3 (Figure 5). Radon ranged 
from 124 to 129,250 dpm/m3 with a mean of  
32,195 dpm/m3 .
	 In the island environment, a clear dif-
ference in radiogenic signature is observed be-
tween wells, which is consistent with degrees of  
salinity changes (Figure 5). This indicates that 
the two formations receive recharge and have 
separate hydrologic connections with the bay. 
Th shallow formation responds to precipitation 
events as indicated by lower and dropping salin-
ity levels following rain events. Either salt-water 
intrusion or recirculation caused by tidal influ-
ence is visible both wells, but to a larger degree 
in the deeper well (Figure 6).
	 Overall more dramatic changes are ob-
served in the deeper formation, as well as ex-
tremely high salinities and variations in radio-
genic signatures. High salinities are expected to 
be associated with higher radium activities. 

This trend was generally observed throughout 
2019 when lower precipitation volumes oc-
curred (Figure 4, 5). However, between De-
cember 2018 and March 2019 when the lowest 
precipitation volumes were recorded, the deep 
and shallow formations displayed different re-
sponses, with the deeper greatly increasing in 
salinity despite radium activities remaining 
low until spiking later in the year. The shallow 
formation radium activities remained mostly 
constant, with high salinities accompanied by 
higher activities as expected. While there was 
an increase in salinity in the shallow well, it’s 
an order of  magnitude higher in the deep well 
where the salinity spike occurs sooner. Visually, 
no significant trends between radium isotopes 
and salinity exist for the two formations, though 
inverse correlations between salinity and the 
224Ra: 223Ra activity ratios for the marine envi-
ronment are obvious (see Figure 7).
	 In the river environment, there is a 
clear distinction between wells in terms of  sa-
linity and radium activities (Figure 5). Wells 
3 (shallow) and 4 (deep), beside the river, have 
very low salinities while Wells 1 (deep) and 2 
(shallow), near the evaporation pond, have 
much higher salinities. The riverbank Well 3 
seemed unaffected by an event which affected 
both evaporation pond wells as well as the riv-
erbank deep well. However, this well has much 
higher and more varied radium activities when 
compared to its deep counterpart in the flood 
plain environment. Each well is injected into 
different hydrostatic units and may receive re-
charge from precipitation, groundwater inter-
action with surface water sources (i.e., river and 
evaporation pond), or interaction with an ad-
jacent aquifer, while a change in gradient may 
increase radium activities by causing ground-
water movement. With an increase in precipi-
tation in May 2019, radium activities went up 
in all wells. However, activities in shallow riv-
erbank well continued to increase as all other 
wells displayed a decreasing trend after the rain 
event. 
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This indicates that both deeper formations 
in the two environments and the shallow one 
next to the evaporation pond respond to pre-
cipitation and recharge leading to lower radi-
um activities. On the other hand, the shallow 
nearby river formation may be receiving re-
charge in the form of  groundwater migration, 
which could explain the increase in activities 
following a rain event. The evaporation pond 
site shows the highest degree of  variability in 
terms of  salinity and radiogenic changes. In 
December 2018, groundwater in the wells next 
to the evaporation pond became nearly fresh, 
with salinities dropping below 5 and were ac-
companied by a drop in radium activities. The 
shallow pond well generally follows a similar 
trend to the deep but with much higher salini-
ties and radium activities.

224Ra activities were much higher than 223Ra 
for all environments, as indicated by the 
223Ra/223Ra activity ratios (AR) (Figure 7). 
For the river plain, both the deep and shallow 
wells showed no relationship between salinity 
and AR. Here, shallow groundwater signature 
seems to be influenced by nearby surface/river 
water. The deeper groundwater has a distinct 
signature, and only randomly shows some pos-
sible surface water influence (Figure 7A).

Radon also does not show any relationship 
with salinity, which is not surprising since ra-
don is not salinity dependent but could change 
as aquifers receive recharge of  fresher or saltier 
water (Figure 7B). Contrary to the river plain 
environment, a strong negative relationship is 
observed at the University Beach between sa-
linity and AR (Figure 7C). The relationship is 
the strongest for the deeper formation, which 
indicates a direct connection with the Cor-
pus Christi Bay. Salinities also indicate a ma-
rine influence, although other influences exist 
given the higher than seawater salinity levels 
observed at this horizon. In addition, surface 
water AR also confirmed the marine influence 
when the salinity-AR relationship is consid-
ered. The shallow water table characteristics, 
although change with salinity, do not show a 
marine influence.
	 Changes in water level or “ground-
water elevation” between shallow and deep 
aquifers follow roughly the same trend in the 
river plain and are not correlated with either 
AR or radon (Figure 7D, 7E). An increase in 
groundwater level in this environment could be 
related to aquifer recharge, which, if  associat-
ed with recent rain events, would be expected 
to dilute the radiogenic signatures. This would 
result in a negative correlation between radon 
and groundwater level, for instance. The island 
environment shows a negative correlation be-
tween the shallow formation water levels and 
AR, which is not found for the deeper forma-
tion. The shallow formation trend also corre-
sponds with freshening (Figure 7).
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Figure 7. Hazel Bazemore Park wells and Nueces River Data. Figures (7C, 7F) display University 
Beach and Oso Bay surface water, University Well data. (7A) displays the ratio of  224Ra:223Ra vs Sa-
linity. (7B) Radon activity vs salinity. (7C) 224Ra:223 Ra vs Salinity ratio for University Beach surface 
water, and deep and shallow wells. (7E) Radon activity vs groundwater elevation (amsl) showing a 
weak positive correlation. (7F) Ratio of  224Ra:223Ra show a negative correlation for the shallow well.

The riverine influence is likely observed at the well 
pair located near the river where low salinity and 
radium activities were consistently measured in 
both shallow and deep formations. Large changes 
in radium activities are observed with time at all 
locations, in particular in the deep well in the 
nearshore island environment and in the shal-
low well near the evaporation pond. Since these 
two locations are also subject to major changes 
in salinities, the radium signature is also expect-
ed to fluctuate. Thus, an assumption of  a con-
stant groundwater endmember for estimation 
of  advective groundwater fluxes to bays or riv-
ers in semiarid areas is likely erroneous, leading 
to large errors.

Conclusion
	 Based on a preliminary evaluation of  
relationships between the short-lived isotopes 
and salinity, the following trends are observed: 
(1) overall radiogenic signatures vary by 1 to 
3 orders of  magnitude during the investigat-
ed period but are not always correlated with 
changes in salinity; (2) the most significant 
changes in radium activities as a function of  
salinity are found in the marine island environ-
ment in the deeper formation likely caused by 
the intrusion of  radium depleted seawater; (3) 
changes with time at the river flood plain en-
vironment are different at the 2 locations with 
significant input of  higher salinity and radium 
activity waters at the well pair near the evapo-
ration pond, in the shallow formation. 
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